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Nataliya BOYKO, Roman KOVALCHUK

Lviv Polytechnic National University

DATA UPDATE ALGORITHMS IN THE MACHINE LEARNING SYSTEM

This paper analyzes methods for operationalizing anomaly detection, data drift detection, as a data validation step in a
machine learning system. A pipeline is a set of data processing elements connected in series, where the output of one element is the
input of the next, MLOps is a set of practices aimed at reliable and efficient deployment and support of machine learning models in
the real world. We proposed a solution with technologies mentioned in the theoretical paper [1] for operationalizing the Data QC
pipeline. Also, we propose to build a Data QC pipeline based on MLFlow, a machine learning cycle manager. We chose MLFlow as a
skeleton for building our pipelines. The choice springs from the specifics of the task, problems and the need for ready-made solutions
to meet our requirements. Specific explanations are mentioned in the paper [1] both for Data Drift and Data QC pipelines. To construct
either Data QC or Data Drift pipeline, we need to wrap the defined solution, divided into steps to the MLFlow. The latter will register
all artifacts, metrics and parameters. An artifact in a machine learning system is a result of a process in a pipeline. For example, it
could be a trained model, an Excel file, or a feature importance image. The paper considers the following stages of the Data QC
pipeline: filtering, anomaly detection, reporting, validation, and comparison of new data with historical. The Data Drift detection
pipeline. The Data QC and Data Drift detection pipelines are necessary for data validation and processing in the current machine
learning life cycle. The task of the Data QC pipeline is to automate the evaluation and validation of new data. The task is especially
important for Time-Series systems in real-time. In this paper, we researched the formation of interactive quality reports, and the
anomaly and data drift detection approaches for the Time-Series system. We analyzed approaches to implementing such MLOps
architecture with data validation step described with Data QC and Data Drift pipelines.

Keywords: Data Drift, Data QC, Anomaly Detection, MLOps, Data Validation, Machine Learning, Time-Series.

Haranis BOMKO, Poman KOBAJIBUYK

HarioHanbHuil yHiBepcuTeT «JIbBIBChKA MO TEXHIKA»

AJITOPUTMHU OHOBJIEHHA JAHUX B CUCTEMI MAIIIMHHOT'O HABYAHHAA

Y Ui po60oTi 6y710 BUKOHaHO aHasli3 METOLIB A/15 ONEDALIIOHA/I3ALII TOLLYKY aHOMAJTIV, BUSB/IEHHS APUGTY AaHNX T CAMOIO
DataQC navinnaviry sk Takoro. [TpoaHa/miz08aHi nigxoam 40 aHasizy OnepayioHasni3ayii nasnianHy 1a 4o onepawioHasni3ayii BUSBICHHS
ApNDTY AaHuX. BusB/ieHHS aHOMAsivi JONOMarae HaM OLIHUTU YUCTOTY | SKICTb Halmx gaHux. Baxomso, wob y mogesi He 6yJ71o
GHOMa/IbHNX BUKNAIB, OCKIJIbKM BOHY 3aM/TyTyiOTb MOAESb. TAKOXK BaX/IMBO Maty MOC/TiLOBHI AaHi 6€3 3MIH y po3riogini O3HaK. bysio
3arpPOMoOHOBAHO DIlLIEHHS 3 BUOPaHNMuU TEXHO/IOrISMU 4715 onepalioHanizauii DataQC navin/iaviny, BUSHaYeHO HaCTyIHi KPOKU /1S
1043/16LLIOM0 AOCTDKEHHS. 3arnporoHoBaHo 4151 nobyaosu 3ahaHoro DataQC riavinniaviHy BUKOpUCTaTu Ta O6rpyHTOBAaTHU B/IACHE
DILLIEHHS A/ ITOLLYKY aHOMA/TY Ta BUSIB/IEHHS APUPTY AaHNX YEPE3 CreUn@IKy 3a4adi, rpob/iemMy Ta BiCTYHOCTI FOTOBUX PILLIEHE SKi
6 33840BO/IbHS/IN HaLLl BUMOIY. B pO6OTI po3I/isAaroTbCs €Tan OnepaLiioHai3aLlis BULLEIralaHOro Navniality, Skuid BUKOHYE eTanm.
QDlinbTpyBaHHS, MOLWYKY aHOMAE/IV, 3BITyBaHHS, BasigaLii, Ta MOPIBHSIHHS HOBUX AaHWX 3 ICTOPUYHUMY, AJIS ICHYHOHOI Yy cucTeM] MOZEN
MAaLLMHHOIO HaByYarHs. OnUCYETbCS CKIAAHICTL 3a4aYl OrnEPAaLIioHani3aUll y peasibHOMy CBIT], SKa o/ISrae y MoCcTiiHOMY OHOBJ/IEHH]
A3HNX, HEOOXIAHOCTI iX ONpPAaLIOBaHHS Ta MOA3/IbLLIOMY 3aCTOCYBaHHI y CUCTEMI MALUMHHOIO HaB4YarHHs. TaKOX A0BOANTECS KOPUCTb
Bl naviniaviHy, Skmi 6 aBTOMaTnYHO OnpaybOBYBaB HOBI AaHi. B poboTi JOCTAKYETLC MPobniemMaTvka, Ky Clg po3rnsgati sk
Time-Series ripobrnemy, 1O ripy GOPMYBaHHI IHTEDAKTUBHUX 3BITiB, NEPEBIPLI AGHNX HA Ba/IAHICTb, HASIBHICTL Ta IOWYK BUKUAIB,
aHOMasIiv. Lle pilueHHS A03BOMTE HaM BI3yasii3yBaTv BCi KPOKW, SKi BUKOHYE KOHBEED Basigauii AaHux, Lo AacTb 3MOry IHLMM
PO3POGHMKAM 1IEPErVIIHYTHU PE3Y/IbTAT HOro PobOTYH, HE 3HAKOYH HIOGHCIB MOro peasialii Ta He BUTPaYaroym 3auBoro Jacy. Takox
7IPOrOHOBaHa apxitektypa MLOpDS AO03BOJISIE BIACTEXYBATH 3MIHU TPEHAIB AAHUX Ta rapaHTyBaty, YO MOAE/Ib 30EPEXE CBOK
MIPOrHOCTHYHY EPEKTUBHICTB 3 YACOM.

Kito4oBi cri0Ba.: Apn@T AaHux, NaviniaH, aHoMasii, OnEPaLIiOHas3aLlis, NPENPOLECHHT, MALUNHHE HaBYaHHS.

Introduction

The complexity of building solid MLOps architecture in the real world is constantly updating, processing
data, model monitoring, and the need for further use in the machine learning system. The benefits of an architecture
that automatically processes new data are undeniable. The cleaner our data is, the easier it is for the machine learning
algorithm to work with it, and the more predictable the result will be. Sticking to the MLOps principles ensures quality
work for all its users: Data Scientists, Software Engineers, and DevOps.

This work aims to create a Data Validation step in our ML system by introducing Data QC and Data
Validation pipelines. They are a wrapper of the ready-to-go theoretical solution presented in the previous work. In
order to wrap a Python script into several separate pipeline blocks that perform specific jobs, such as anomaly
detection, data filtering, or report generation, we got to use a lifecycle manager like MLFlow [6].

With MLFlow, we can record metrics from each experiment through a visual interface, compare its
parameters, and evaluate its effectiveness. The mentioned Data QC pipeline consists of the following steps:

1. Loading data from the database.

2 Filtering and preprocessing of data.

3. Search for anomalies in the data.

4 Finding the difference between new and past anomalies.

6 MDKHAPOJITHUI HAVKOBHIA KYPHAJI .
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5. Generating an interactive report on new data.

6. Checking new data on Data Drift.

7. Uploading pre-cleaned data to the database.

8. Logging parameters, metrics, and results of the pipeline execution

We used Pandas and PostgreSQL for data loading and processing. For interactivity of filters - integration
with Microsoft Sharepoint. For anomaly detection, machine learning, statistical methods and their combination. For
Drift Detection, statistical methods based on testing the null hypothesis of equality of two distributions and rule-based
methods. For report generation - Jupyter Notebooks and Holoviz Panel. For logging artifacts, reports, parameters and
metrics - MIFlow Constants. For organizing the pipeline - MIFlow Runs. Also, the most important point is that this
solution should be On-Premise, that is, work not on the cloud but on a dedicated server of the company.

The decision to place the service on a dedicated server is due to the company's security requirements, which
is due to the high cost of confidential data. The project's dataset covers most or all of the employee's actions in the
company, his reporting, salary changes, managers' feedback and work history. The risk of such data leakage into the
public domain is highly undesirable for the company due to reputational losses, which correspond to monetary losses
and data confidentiality issues. Also, data leakage is undesirable due to possible legal problems, leading to reputational
and monetary costs.

Apollo db

New Data
public schema

Diata fitering

SharePoint
MiFlow
Dats Quality Repost
Data OC Ganaration
Repons and Anomalies Excels
Filtered and
“preprocessed . preprocessed data
| |_schema ]

{.

¥

Data Drift Detection Pipeiine ‘
_w| Dl Diifl Report
Incremental "
an
Holoviz
I

MiFlow

According to Fig. 1, a visual representation of the solution's MLOps architecture, we can see that Data
Validation is split into DataQC and Data Drift pipelines. Each loads intermediate results into the database. This
decision, in addition to architectural rules, for example, separation and isolation of individual tasks into separate
pipelines, is also due to practicality. The execution time of the Data Drift pipeline is 7 hours on a dedicated server. In
contrast, the Data QC pipeline takes only 15 minutes.

The Data Drift Pipeline is distributed into computing tests and visualizing the result. Firstly, we detect drift
in the Data Drift pipeline and write the results to the computed schema of our database. Then, if visualization is
necessary, run a Python script that will pull up the necessary data without recalculation. Hosting of visualization page
is necessary due to the specifics of working with the Holoviz Panel [3] package.

Data Drift
testing
_ Results —
T —————————————+|computed schema |

Fig. 1 An example of the architecture of the operationalized solution of DataQC and Data Drift pipelines
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Although we abstracted ourselves from the model in this work, let us consider it for completeness. We chose
a rather complex LightGBM heuristic machine learning model based on decision trees with gradient boosting. The
dataset limits the use of transformers or neural networks. Although, with a larger dataset, it could be more efficient in
identifying dismissed workers. The following data sources are available:

1. Personal data, e.g. gender, year of birth
Status of the employee, e.g. whether he/she is in reserve or dismissed
The employee's position, management level and job profile
The employee's languages
The employee's compensation, bonus history and scheduled salary reviews
The customer of the project
Project on which the employee is working
Certifications that the employee has passed
. Aggregated Peakon score of the employee on the company and his team

10. Information about the employee's professional review

11. Feedback on the employee from his manager

12. The employee's manager

We can see the depicted model in Fig. 2. Tabular structured data ready for processing is coloured in green.
Moreover, purple indicates unstructured text that will be transformed into structured data. This transformation can be
performed by the BERT classifier, pre-trained on the GoEmotions [5] dataset, which has a similar specificity to ours,
evaluating texts by emotions. Then from these emotions, we can extract the sentiment of the response, for example,
whether it is positive or negative. Then, we combine the obtained structured data into single dataset.

R R R

Employee Feedbacks

Evaluate feedbacks

with pretrained BERT

Rule-Based Semantic
Classification

v

Text analytics dataset
—

i
e

%‘\ > n\_\‘ﬁ"\—i‘

preprocessed dataset

preprocessed dataset

preprocessed dataset

preprocessed dataset

target = 1 target = 2 target = 3 target =4
classifier classifier classifier classifier
training/evaluation training/evaluation training/evaluation training/evaluation
LightGEM LightGBM LightGBM LightGBM
target = 1 target = 2 target =3 target = 4

T

N\

/

/

e \12 .wa/ -
Score Aggregation

!

Prediction

Fig. 2 Example of ensemble architecture of LightGBM models

The "target" is responsible for the hyperparameter of the same name, which corresponds to how much we
extend the employee's dismissal into history. How many months in advance do we want to calculate whether the
employee will dismiss? For example, with target = 1, we estimate the dismissal in the next month, and with target =
2, in the next two months inclusive.

This work aims to wrap the validation and evaluation of data into pipelines, which in this architecture, in Fig.
2, outputs structured data marked with a green block.

The object of research is a system for predicting the probability of dismissal of a particular employee in a
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company after a specified time. A large number of possible independent variables characterizes the system. For
example, the model uses about 200 features, some of which are generated.

Since dismissal prediction is a Time-Series task, it is necessary to pay attention to trends and seasonality.
This remark also applies to generating interactive reports, verifying data for validity, and anomaly detection.

For instance, there is a trend towards increasing salaries in certain profiles. Hence, the distribution is not stale
and is constantly shifting right.

When applying statistical methods, we have to adjust to this error. For instance, assuming Architectors got a
plus 10% of their salaries over the next four months, the salary distribution shape for Architectors remains, and we
consider this as not an anomaly. Hence, drift and anomaly detection methods should not consider this behaviour
anomalous. As an example of an application - search for anomalies in the salary column.

Similarly, we should consider this nuance when checking a column for Data Drift. For instance, the salary
distribution for Architectors has dropped by 5% over the last four months. Moreover, the historical data shows us a
shifted but identical distribution. Then, the Data Drift should not be detected. Because the salary distributions, except
for the conditional mean, are identical. So, we are only interested in detecting the change in the shape of the
distribution.

Analysis of recent sources

Analyzing the previous article [7], which describes the theoretical methods for building the data validation
step in MLOps architecture, let us briefly recall its components and requirements. So, among the components of the
solution of the previous article:

1. Loading data from the database

Data filtering and preprocessing

Anomaly detection

Monitoring the difference between new and past anomalies

Generating an interactive report on new data

Checking Data Drift on new data

Uploading cleaned data to the database

Logging parameters, metrics, and results of the pipeline execution.
We have decided to split mentioned in paper [7] data pipeline into two separate ones. Respectively, DataQC
and Data Drift Detection pipelines, according to the architecture in Fig. 1 above.

Although the article mentions public packagessuch as Evidently Al [1], we constructed our solution to meet
all the requirements. Remembering that we need to wrap these two pipelines in a common architecture, we need to
containerize them. So, we will need to split our code in the pipeline into some blocks and steps and use MIFlow to
organize logging and tracking experiments and parameters. Tracking is monitoring the results of the execution of a
pipeline or a certain job. A pipeline job is the same as a pipeline step. For example, let us single out the Data QC steps
of the pipeline from the list above:

1. Loading data from the database
Data filtering and preprocessing
Anomaly detection
Finding the difference between new and past anomalies
Generating an interactive report of new data validation
Uploading cleaned data to the database
Logging of parameters, metrics and results of the pipeline execution

In the list above, for example, from step 3, described in the article [7] of methods and parameters, we form
an abstraction in the form of a base and several child classes, one for each implementation of the anomaly detection
method, if necessary. Furthermore, one more class would perform all the necessary preprocessing and calls to initiate
the work of the previous one, acting as a wrapper. Does building a well-structured OOP code affect the quality of the
model? Directly - no, we can copy the linear script of the program, paste MLFlow calls to the API, and finish.
However, we will immediately face several anti-patterns in the MLOps world. The first of them is abstraction debt,
plain-old-data type smell and glue-code. These anti-patterns are described in detail in the Google study [8], which
describes the importance of MLOps architecture in the modern Data Science world. In short, we want to avoid
duplicating code but reusing the same logic as much as possible to guarantee the experiment's repeatability. An
experiment returning a good model is only possible if we know which parameters to reuse, how to improve the model,
or how to debug it. One of the reasons for not reproducible code is just duplicates, where some small error happens.
It is considered a good practice to have a well-structured OOP code that is easy to maintain.

After implementing Data QC and Data Drift pipelines with MLFlow, we should containerize these two
pipelines using Docker. And since both perform ETL (Extract, Transform, Load), the result of the pipeline execution
is always loaded into a common database. By the way, the central idea of our architecture is a shared database with
several schemas that display the intermediate results of some pipelines or experiments, see Fig. 1, above. By the way,
this necessity arises from banal convenience. For example, we will run the Data QC pipeline, possibly several times
with a new batch of data, updated once a month. The result of the Data QC pipeline affects the quality of the model,

SPNOU AL
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as the amount and value of data changes, due to the search and correction of anomalies. We can experiment with the
parameters of certain methods mentioned in the article [7]. However, the Data Drift pipeline does not directly affect
the model but the drift results. Therefore, there is no need to run it more often than the data is updated. Actually, it
was invented for this purpose. For the initial validation of data, when they are updated.

In this article, we will elaborate on the application of the Data Drift pipeline in much more detail than its
construction and tests described in the paper [7]. It is much more often used in a full-fledged MLOps architecture. It
is especially often when compering with, for example, anomaly detection, which can be found in other articles as a
step of a training pipeline or script without recording intermediate results.

Presenting main material

To study the construction of the DataQC pipeline, we identified the necessary features for which we needed
to make validation.

Almost every column presented a slightly different approach to solving the problem. For example, we need
to apply ANOVA and Percentile filtering to search for anomalies in the multimodal column WageGross. For other
numerical columns, we can use the Median + IQR method, for which the only condition is the normality of the
distribution. Having evaluated these data types, we formed a list of the necessary anomaly search functions for each
of the columns. It is essential to record all the metrics we have obtained. For example, how many employees have
null-salary, how many salary values we have filled with past values, the number of anomalies by column, and the
parameters we have used. In addition to banal convenience, notation and reproducibility of experiments are key
features in building a high-quality artificial intelligence system. For example, after launching the MIFlow client and
building a Data QC pipeline, we can observe the parameters with which we ran a certain experiment and what metrics
it gave. Anomaly detection or data validation is not a supervised learning task. So, we cannot immediately assess the
quality of our Data QC pipeline and how well we handle anomalies. However, we can assess the quality of anomaly
processing and data visualization and, ultimately, by assessing the model itself, which is already a supervised-learning
task.

In the study on building a given Data QC pipeline, we used and justified our solution for finding anomalies
and detecting data drift due to the specifics of the task. Therefore, we should consider the nuances of the MLOps part
in more detail.

Among the main requirements: are autonomy, the flexibility of visualization, the flexibility of modifying the
logic of the anomaly detection method, and resistance to shifts in distributions.

First, let us consider the requirements for the anomaly search part of the pipeline:

. Search for anomalies by specified columns: APM, WageGross, OnSite, MonthOnPosition and
VacancyHistory table.

. Deleting or filling these anomalies from the dataframe.

. Writing these anomalies to Excel files and uploading them to Microsoft SharePoint for automatic
monitoring and their elimination at the level of data owners.

. Interactive visualization of the found anomalies.

Since we already have the implementation of the anomaly detection method, the task of operationalizing this
step will be to visualize and monitor the result. Considering that we have chosen Bokeh, HVPIlot and HoloViews to
visualize the found anomalies, we need an interface to display these plots. In this case, two options are available. The
first is to group the graph output functions into Jupyter Notebook, run it and convert it to HTML (since the graphs are
interactive). And the second is to group the graph output functions into Holoviz Panel. This visualization hosting tool
integrates well with the HvPlot platform, HoloViews.

Holoviz Panel is harder to implement as we deploy and describe a service with visualizations. However, the
finished service is easy to use. It is always available and is very flexible to modify as we build it.

Converting Jupyter Notebook into an HTML page is much easier but more limited in terms of interactivity,
as all the code will be translated into JavaScript. However, this option will display the same charts without interactivity
between them, but only in a separate chart.
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In [1]: import matplotlib.pyplot as plt
#matplotlib inline

In [10]: data = [1,1,2,3,5,8,13,21]
plt.figure()
plt.title('R Random Title', size='xx-large'})
plt.ylabel( 'Values', size='x-large')
plt.ylim([0,30])
plt.plot(data, 'r*-', markersize=10, linewidth=2, label='Hello')
plt.tick params(axis='both', which='major', labelsize=14)
plt.legend(loc=(0.25,0.75), scatterpoints=1})

Out[10]: <matplotlib.legend.Legend at 0x10c019ed0>

A Random Title

2
20
g
215
s
10
5
0
(] 1 2 3 4 5 6 7

Fig 3. Example of report visualization using Jupyter Notebooks

For the task of visualizing anomalies, Jupyter Notebook is enough for us, and there is no need to describe the
page with Holoviz Panel, although the latter has its advantages mentioned above.

After generating the report, the next step is to convert it to HTML and upload it to Microsoft SharePoint for
access by stakeholders and other team members.

Analysis of approaches to bring data drift detection into our MLOps architecture

With data drift detection, we also decided to have our solution. However, we should also mention the cases
when we would not use a ready-made package for drift detection. So, let us compare ready-made solutions for data
drift detection.

From Fig. 4, consider TensorFlow Data Validation (TFDV) [2]. This tool is an addition to the TensorFlow
package and neural networks, part of the ML infrastructure supported by Google - TensorFlow Extended (TFX). This
option is unsuitable for us because our model is not a neural network but a LightGBM model. The Whylabs tool does
not support non-cloud solutions and, therefore, does not suit us since our MLOps architecture is on-premise. Great
Expectations package is also unsuitable because it does not support data drift detection. Evidently Al, already
mentioned in the previous paper, was not chosen because it does not support the modification of reports and is limited
in modifying testing methods to detect data drift. Due to the above reasons, we have chosen our solution again.

_ e T m

standalone tool

Pandas-based
Big data
Drift detection

Data statistics

Not cloud based

o ----

Fig. 4 Comparison of ready-made tools for data drift detection

Since data drift is a more ordinary task, the detection will determine whether the training will occur. We need
a visualization tool to interactively compare the graphs of many features to identify where exactly the data drift
occurred or what data is invalid. On the contrary, data visualization is more than a fait accompli, which we have to
show and not analyze in detail.

Given the previous paragraph, it would be logical to choose the above-mentioned Holoviz Panel tool. Because
with it, we can create an interactive page for each available data type, numeric, categorical and incremental, to check
the data validity and the presence of data drift.
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Analysis of machine learning lifecycle managers
Taking into account the simplicity and linearity of our pipeline, among the available ready-made solutions,
for example, TensorFlow Extended (TFX), which we reject due to the lack of TensorFlow and neural networks in our
solution. Amazon Sagemaker [4] and similar cloud solutions, which we also reject due to on-premise, we remain on
a simpler solution - MIFlow.

T

on-prem deployment Postgres+Docker MySQL+Docker

open-source

Fig. 5. Comparison of machine learning-lifecycle manaers

We compared machine learning lifecycle managers in Fig. 5.

Note that we chose Docker and Docker-Compose as a tool for deployment and containerization. We do not
plan to deploy our solution to any of the clouds since our solution is an On-Premise solution and should be run on our
dedicated server. However, when it comes to cloud solutions, Kubernetes (K8s) and Docker are the favourites because
of their easy integration and support. It is much more difficult to raise, configure and maintain a K8s cluster on our
server than on the cloud. We are responsible for load balancing and expanding the machine's capacity. Moreover,
cloud providers usually take this role on themselves.

The next factor for choosing simpler containerization with Docker is that it is much easier to work with and
configure. At the same time, Kubernetes focuses on a heavier infrastructure, which includes CI/CD integration. We
have this opportunity limited due to the company's security policy.

Conclusions
This paper analyzes methods for efficient deployment and the use of anomaly detection and data drift
detection methods in the real world.
We proposed a solution with selected technologies for operationalizing the data validation step of a machine
learning system. We identified the following steps for further research, namely:

1. To implement and document the Data QC architecture of the pipeline as a step of data validation
before data processing.

2. Operationalize anomaly detection and data drift detection steps using Jupyter Notebook, MIFlow
Tracking, Holoviz Panel and Docker.

3. Implement recording of all pipeline artifacts and recording of the filtered dataframe as the final step
of ETL (Extract, Transform, Load) of the pipeline.

4. Automatically use the filtered dataframe in the model, regardless of the DataQC of the pipeline.

Among the steps taken to accomplish this work:

1. Anomaly and Data Drift detection in DataQC and Data Drift pipelines, respectively

2. Pipeline management using MIFlow Tracking

Anomaly detection helps us to assess the cleanliness and quality of our data. Let us consider from the point
of view of the application of these data. The principle is that the cleaner and better our data, the better our prediction.

It is important for the model not to have anomalous outliers because it confuses the model. Also, it is
important to have consistent data without feature distribution changes.

For instance, if the model has learned some feature corresponds to certain qualities, and the relationship
between the feature and its meaning changes, the model can not conclude what is happening. We have to catch such
cases and automate their detection, which is the second point in the research list above.

Another example is catching an anomaly during model training. Let us imagine feature distribution, and if
one has an anomalous record, it shifts and changes the shape of the original data. The model can no longer understand
data limits because of a few anomalous records that bring no information gain.
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Machine learning management in MIFlow helps us to keep track of the results of experiments and always be
sure how our actions have influenced the experiment result. We can always empirically and repeatedly derive any
saved experiment and either repeat it or refine it. Also, the tool provides a good visual representation of metrics, which
cannot be a disadvantage. We can also save the model itself in MIFlow, which we can reuse in another experiment or
automate.

This solution will allow us to visualize all the steps performed by the data validation pipeline, allowing other
developers to view the result of its work without knowing the nuances of its implementation and without wasting extra
time. We unified the solution with MIFlow and Docker.

Also, our MLOps architecture allows us to keep track of data trend changes. Consequently, ensure that the
model will retain its predictive efficiency over time.
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WAYS TO DETERMINE THE RANGE OF KEYWORDS IN A FREQUENCY
DICTIONARY FOR TEXT CLASSIFICATION

The paper is devoted to the actual problem of classifying textual documents of the collection by characteristic features, which is used
for classifying news, reviews, determining the emotional tone of the text, as well as for forming catalogs of scientific, academic and research works.
The research objective is to analyze possible ways to determine the keywords of a document (determination of keywords based on the TF-IDF
method, use of keywords defined by the author) for their further use in the classification process as a feature vector. To achieve this goal, the
following tasks should be solved: develop a research methodology, including determining the number of keywords using the TF-IDF method;
identify the author’s keywords; analyze the correlation between the author’s keywords and the list of keywords based on TF-IDF; analyze the range
and percentage of keywords in the frequency dictionary that include the author's keywords.

The paper proposes an approach for determining the significant words of a document for their further use as a feature vector in the
classification process. In the course of the work, the author's keywords were identified, a partial dictionary was built, and the correlation between
the author's keywords and the list of ordered words of the frequency dictionary based on the TF method, which also includes the author’s keywords,
was analyzed. The determination of the range and percentage of significant words allows for further classification of scientific and research papers
when forming thematic catalogs even in the absence of a list of author's keywords that can be used for classification. The proposed sequence of
actions includes three key stages: the preparatory stage, the stage of determining the frequency weight of terms, and the stage of determining a
significant range of frequency vocabulary for further classification. The results show that the use of the entire input range of frequency dictionary
words is redundant and leads to a longer classification time.

Keywords: processing, language, vocabulary, frequency, term, keyword, klassification, feature

Onecs BAPKOBCBKA, JImutpo MOFI/IJIEBCI)KI/H\/J\I/,
Onis IBAHEHKO, Imutpo POCIHCHbKNI

XapkiBchKHil HaIliOHAIBHUN YHIBEPCUTET PaioeIeKTPOHIKH

JIAXW BUSHAYEHHSA AIAITA3SOHY KJIIOYOBHUX CJIIB YACTOTHOI'O
CJIOBHUKY 5 KJTACUPIKAIIIL TEKCTY

PoboTa rpuCcBAYEHa BUPILLIEHHIO aKTya/lbHOI rpobriemu Kaacu@ikalii TEKCTOBUX AOKYMEHTIB KOEKLIi 3@ XapaKTEPHUMU
O3HaKamy, WO 3aCTOCOBYETLCS Py Kaacn@ikalii HOBMH, BIATYKIB, BU3HAYEHHI E€MOUIMHOI TOHa/IbHOCTI TEKCTY, a TaKoX A4/1d
QDOPMYBaHHS KaTasioris HayKoBuX, akaAemidyHux 1a AOC/TAHNLIbKMX pOOIT. METOK AOCTMKEHHS € aHasm3 MOXJ/MBUX CrocobiB
BU3HAYEHHS K/THOYOBUX C/TIB LOKYMEHTE (BU3HAYEHHS K/TIOYOBUX C/1iB H3 OCHOBI MeTogy TF-IDF, BUKOpUCTAHHS KITIOYOBUX C/1iB,
BU3HAYEHUX aBTOPOM) U151 IX MO[asIbLLIONO BUKOPUCTAHHS B IPOLIECI KIacu@ikallii Sk BEKTOPa O3HaK. /19 AOCIrHEHHS oCTaB/ieHoi
METH HEOOXIAHO BUPILLNTY TaKi 3aBAAHHS: pPO3POBUTH METOANKY AOCTIMKEHHS], BKIIOYAOYN BU3HAYEHHS Ki/IbKOCTI K/IIOHYOBUX C/1iB 38
Aoriomororo Metogy TF-IDF; BU3Ha4YnTu aBTOPCKI KIIIOHOBI C/I0Ba; MPOaHAa/1I3yBaTV CrIIBBIAHOLIEHHS MK GBTOPCHKUMU KITFHOYOBUMU
C10BaMu Ta rEPEJIIKOM KJIIOHOBUX C/TIB HA8 OCHOBI TF-IDF; ripoaHasiizyBartv 4iarna3oH | BIACOTOK KITIOHYOBUX C/1iB Y YACTOTHOMY C/IOBHUKY,
1O BKITIOYEIOTH aBTOPCHKI K/TIOHOBI C/10Ba.

Y poborti 3arpornoHoBaHo rmigxia 415 BUIHAYEHHS 3HAYYLUNX CIIB JOKYMEHTY A/15 IO4A/IbLIOIO iX BUKOPUCTaHHS Y MpoLeci
Knacnikawii B SKOCTi BEKTOPY O3HaK. B Xo4i BUKOHaHHS poboTu 6YJ/10 BUSHaYEHO aBTOPChKI K/THOHYOBI C/I0Ba, 06YA0BaHO YaCTKOBMA
C/IOBHUK Ta POaHAa/I30BaHa KOPESLISI MK aBTOPCHKUMU KITIOHOBUMU C/I0BAMU Ta MEPETIKOM BIIOPSAKOBAHNX C/1iB YacTOTHOMO
CJIOBHUKY Ha OCHOBI METOAY TF, 10 SIKOro Takox BXO4STb aBTOPCHKI K/IHOYOBI C/10Ba. BU3HAYEHHS AIaMNEa30HY Ta BIJCOTKY 3HAYyLUnx
C/1iB A03BOJISE BUKOHYBATH 104a/IbLLY KIGCUPIKALIIO HAyKoBUX Ta AOCTIAHNLILKMX POOIT ripy QOpMyBaHHI TEMATUYHNUX KATasloris
HaBITb y BUNAAKY BIACYTHOCTI IEPESTIKY aBTOPCLKUX KITIOHYOBUX C/1iB, SKIi MOXHE BUKOPUCTOBYBATH A/15 Kinacu@ikauli. 3arnpornoHoBaHa
TI0CTTIOBHICTB JiVi BKITIOYAE TPU KITKOYOBI €TANN: ITIAroToBYMy €Tarl, €Tar BU3HAYEHHS YaCTOTHOI Barvi TEPMIHIB Ta €Tar BU3HAYEHHS
3HAYYLYOro [iana3oHy YaCTOTHOI IEKCUKU U151 104A/TbLUIOI Kiacuikalii. Pe3ysibTaTy rMoKasyroTs, L0 BUKOPUCTAHHS YCbOro BXIAHOMo
Aiara3zoHy C/1iB YaCTOTHOIO C/IOBHUKY € Ha/MMLLKOBUM Ta MPU3BOANTE, K HAC/TILOK, 40 OifIbLUIOro Yacy Kiaacu@ikaLi.

Krto4oBi crioBa: 06pobKa, MOBa, C/IOBHUKOBIMY 3aI1ac, YacTOTHICTL, TEPMIH, KITIOYOBE C/I0BO, Kiacnuikallis, O3HaKa

Introduction

Natural Language Processing (NLP) is a common name for a field that stands at the intersection of computer
science and linguistics, as well as many other computationally intensive fields [1,2]. The input data is a variety of
conversations between people or text documents, i.e. data that is constantly and spontaneously evolving, regardless of
functional style [3], such as:

- conversational (everyday dialog),

- literary and artistic,

- newspaper and journalistic (news) [4],

- scientific,

- business (official business).

The relationship between text and language can be described as: language is a means of transmitting
information; information is contained in text (not in language); text is “built” using language, the language system.
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Therefore, languages can be reduced to the analysis of textual data, which are constructed by sequentially combining
words into phrases, phrases into sentences, and so on (Figure 1).

Signal Word Phrase/ Sentence
token
S - . . E e

Fig. 1. Hierarchical formation of text data sets

] Textual Textual
Paragraph document corpus

. /

Since computer applications require clear and structured data, natural language processing faces certain
challenges and suffers from accuracy. In addition, text analysis methods are highly dependent on language, genre, and
topic [5]. Thus, additional customization is always required. That is why many natural language analysis programs
include not one but many machine learning models that interact with each other and influence each other [6, 7]. The
models can be re-trained on new data, customized for a specific user, and continuously evolve as new information
becomes available and various aspects of the program change over time.

Natural language processing is based on solutions to certain common tasks:

- speech recognition [8],

- text classification (by topic, genre, tone, spam filtering) [9],

- information retrieval,

- machine translation [10],

- question and answer systems,

- text and speech generation,

- abstracting the text (annotation, summarization),

- spell checking, etc.

One of the most common and popular tasks in practical applications (Table 1) is the task of classifying text
documents [11, 12], which can be defined as the process of assigning a specific category or label to sentences,
paragraphs, text reports, or other forms of unstructured text. There are binary (the application task is formulated in
terms of yes/no) and multi-class classification (a group of discrete categories) [13].

Table 1
Examples of NLP methods application
Objective Scope or purpose of the task

Text a stage of the machine translation system;

classification categorize web pages, text documents, and sites into directories;

fighting spam (classifying emails, for example);

determining the language of the text;

displaying the most relevant ads;

classification of news by industry;

classification of crime types based on incident reports;

classification of reviews about goods and services (based on the analysis of the text tone and determination of emotional
coloring);

monitoring the moral state of the interlocutor (based on analyzing the tone of the text and determining the emotional
coloring);

determination of hate speech (based on the analysis of the tone of the text and determination of emotional coloring).

Natural language is a very flexible (lexical and structural ambiguity, collocations, idioms) and rich tool for
human communication, but its analysis using deterministic rules is a complex process. The flexibility of human
interpretation explains why, with only 60,000 symbolic representations (the average vocabulary of a typical university
graduate required for communication in a professional context), we are able to outperform computers in instantaneous
language understanding. Therefore, similarly fuzzy and flexible computational methods are needed in the software
environment. The above, together with the active development of computing technology and the increase in computing
power, has led to the active development of computer linguistics methods in recent years and makes the task of natural
language processing relevant.

Related works
The well-known classification models include two of the most complex stages:
- preparation of a subject-oriented corpus for building models;
- Jjustification of an analytical solution to a specific applied problem, which traditionally has additional
stages: the training stage and the operation stage of the selected model (Figure 2).
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Fig.2. The process of classifying text documents

At the training stage, the document corpus is converted into feature vectors [14, 15]. Then, the document
features, along with their labels (the classes that the model is to be trained to recognize), are passed to the classification
algorithm, which, based on the comparison of labels and feature vectors, forms its internal state. After the model is
trained, the process proceeds to the operation stage, i.e. vectorization of a new text document with the selection of
features that are used to perform classification and return the document class label.

selected features for classification

The quality of classification
increases

’ Evaluation of'the classification ability ofthe J

Computational costs are
reduced

Fig.3. Requirements for the formation of classification features

The classification result, which is measured as classification accuracy (how accurately the model identifies a
given class according to the number of times it correctly identified it), classification completeness or sensitivity (how
often relevant classes are selected), and F1 score (the weighted average of accuracy and completeness), depends on
the generated features that, in turn, are supposed to solve the tasks (Figure 3) [15, 16]:

- reducing computational costs (by reducing the number of features - reducing the space of key terms while
maintaining information content and improving interpretability);

- improving the quality of classification (by reducing classification features with low classification ability,
for example, by resolving ambiguities in natural language - synonymy, homonymy, polysemy).

The importance of the term for further finding key features and dividing texts into classes is determined by a
combination of the following approaches:

- document frequency (DF). It is based on the fact that a significant number of collection terms occur in a
small number of documents, and terms with medium or high frequency have the highest information content (subject
to preliminary removal of stop words);

- MI (mutual information) - statistical data on the frequency of occurrence of both the phrase as a whole
and its words separately;

- 1G (information gain) - reaches its maximum when the term is a perfect indicator of the category, i.e., it
is present in the document if and only if the document belongs to the class. If the distribution of the term in the category
corresponds to the distribution of the term in the collection, then the information gain is 0.

Today, NLP is one of the most researched areas, and many revolutionary developments have been made in this
field. NLP relies on advanced computational skills, which is why developers around the world have created many
different tools for working with human language. Among such a large number of libraries, some are quite popular and
help a lot in performing various NLP tasks, such as NLTK (Natural Language ToolKit), SpaCy, Gensim, SparkNLP, etc.

Let's consider NLP libraries that implement basic text processing methods (Table 2): tokenization, POS
tagging, named entity recognizer, dependency parsing, Text Matcher, Chunking, spell checking, Sentiment Detector,
pre-trained models, neural network, GPU-based training support [14, 17].
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Table 2
Comparative analysis of the advantages and disadvantages of NLP libraries
Advantages Disadvantages

Natural the most popular and comprehensive NLP library; slow;
Language a lot of third-party extensions; difficult to learn and use;
ToolKit multiple approaches to each NLP task; does not support neural network models;

fast tokenization of sentences; there are no integrated word vectors;

supports the largest number of languages compared to other | in sentence tokenization, NLTK only divides the text into

libraries. sentences without analyzing the semantic structure;

it processes strings, which is not very typical for the object-
oriented Python language.

SpaCy the fastest NLP framework; there is not enough flexibility compared to NLTK;
active support and development of the project; sentence tokenization is slower than in NLTK;
easy to learn and use, as it has one optimized tool for each does not support many languages. There are models for only 7
task; languages and “multilingual” models.

handles objects; more object-oriented than other libraries;
it uses neural networks to train some models;
provides built-in word vectors.

Gensim works with large databases and processes data streams; designed for unsupervised text modeling;
provides tf-idf, word2vec, document2vec vectorization, does not have enough tools to provide a full NLP pipeline, so
latent semantic analysis, latent Dirichlet distribution; it should be used with another library (SpaCy or NLTK).
supports deep learning.

SparkNLP a complete NLP pipeline; weak community support.

optimized for neural networks;

it has a built-in spell checker;

expanded with a functional sense detector;
scalable.

To summarize, SpaCy and SparkNLP are powerful tools for a complete NLP pipeline and fast processing.

NLTK is also a powerful library that can be used for simple NLP processes or as an NLP pipeline, but it
usually has a steeper learning curve.

Gensim is suitable for unsupervised clustering and vectorization NLP.

Proposed technique

Many scientific texts are heterogeneous, due to different functions of influence on the addressee (scientific
periodicals and educational literature), as well as the heterogeneity of the subject areas themselves (the language of
mathematicians, physicists, linguists, philosophers, etc.).

Scientific texts have different structures and length requirements, depending on the requirements of the
publication. An example of a text document that has a scientific style of presentation is the master’s thesis of second-
level higher education graduates.

One of the constituent parts of master’s theses are keywords defined by the author, which are one of the
features in the classification of text documents.

The considered and analyzed algorithms for selecting features are shown in Table 3.

Table 3
Algorithms for selecting classification features
Name of the Characteristics of the algorithm
algorithm
Frequency of the inverse document frequency (TF-IDF) is commonly used to weight each word in a text document according to its
term uniqueness. Word (token) weights are often used for information retrieval and semantic text analysis. This weight is a

statistical measure used to estimate how important a word is to a document in a collection or corpus. In other words, the
TF-IDF approach reflects the relevance of words, text documents, and specific categories.

Author’s is a mandatory component of the master’s thesis abstract. It is determined by the master’s thesis author and makes it
keywords possible to establish the main content of the work.

Hence, the research objective is to analyze possible ways to determine the keywords of a document
(determination of keywords based on the TF-IDF method, use of keywords defined by the author) for their further use
in the classification process as a feature vector.

To achieve this goal, the following tasks should be solved:

- develop a research methodology, including determining the number of keywords using the TF-IDF

method;

- identify the author’s keywords;

- analyze the correlation between the author’s keywords and the list of keywords based on TF-IDF;

- analyze the range and percentage of keywords in the frequency dictionary that include the author's
keywords.
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Experiments
The proposed approach to determining the range of significant words of the frequency dictionary to achieve
the goal and solve the identified tasks is shown in Figure 4.
The proposed sequence of actions includes three key stages: the preparatory stage, the stage of determining
the frequency weight of terms, and the stage of determining a significant range of frequency vocabulary for further
classification.

Preparation stage Stage of determining the frequency weight of terms Stage of determining the significant range
l of the frequency dictionary for further classification

Preliminary processing of incoming documents

Block of preprocessing
of the incoming documents

convert lower case |—b| remove punctuation H remove apostrophe
Textual Parsing
document h
Definition block of author's remove stop words H remove_apostrophe H stemming |
keywords

Storage of author's
keywords Construction of the
frequency dictionary

Fig.4. Proposed approach to determining the range of significant words in a frequency dictionary

Defined range
of words for
further classification

Let's consider each of the stages separately. The preprocessing stage includes preliminary preparation of the
input document, determination and storage of keywords defined by the author. The task of the second stage is to build
a frequency dictionary after preprocessing the text document, namely, performing the following steps: converting to
a single case, removing punctuation marks, stemming the resulting terms, and removing stop words. The prepared set
of terms is the basis for building a frequency dictionary (TF method). The input data for the third stage are the
constructed frequency dictionary and the author’s keywords. The task of the third stage is to determine the meaningful
range by searching all keywords defined by the author in the frequency dictionary.

The results of the proposed approach for three different input documents are shown in Figures 5a, 5b, Sc.

Author™s key words ['autom', "system', ‘databa’, 'softwar’, 'properti’, "manag’, "system’, ‘hotel®, 'manag’, 'system']
8 - hotel - 8.83479218143576826

2 - system - B.8386298992443324037

4 - manag - ©.811964735516372796

17 - autom - ©.885824937627787309

29 - databa - ©.8094408068453450564

58 - softwar - ©.08336608453488583777

136 - properti - 9.8915743873047858043

a)

Author™s key words ['chatbot®, 'woic’, "assist’, 'woic', "command’, ‘request’, ‘analysi’, 'system’]
18 - woic - 8.885737731358482315

36 - chatbot - ©.884777216352779854

37 - reguest - 0.804842259990313846

45 - system - B.08367478186283668414

59 - command - ©.8829398254478648333

68 - assist - B.882572347266381829

187 - analysi - 9.8811824345420408124 -

b)

Author’s key words ['imag®, 'speedup’, ‘perform’, ‘time", 'cpu’, ‘gpu’, 'softwar’, ‘model’, 'hardwar’, 'model’]
8 - imag - ©.831742738589211617
3 - gpu - ©.609543558464730291
o - time - ©.889128536785324191
15 - cpu - ©.887458879663849793
18 - perform - ©.885809128538785304
33 - hardwar - ©.084149377593368095
93 - model - ©.8918572199176124482
9% - softwar - 0.8818672199176124482
234 - speedup - ©.881837344398348249
©)
Figure S - Results of the proposed approach for determining the range of significant words in a frequency dictionary based on the
identified author’s keywords

As can be seen from the results of the application, the partial dictionary is arranged in descending order of
word usage. Three documents (document 1, document 2, document 3) in English were used in the experiment.

Determination of the range and percentage of significant words will allow further classification of scientific
and research papers when forming thematic catalogs, even in the absence of a list of author’s keywords that can be
used for classification.
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Results obtained

Table 4

Number of Number of Number of Author’s Recommended Recommended range
words to be words after author’s keywords percentage of of significant words in
preprocessed, bt | preproces-sing, | keywords, n range in a significant words in the frequency
at partial the frequency dictionary for further
dictionary dictionary for classification
further classification
Document 1 10154 1296 10 1-137
Document 2 8602 1426 8 19-188 13,47 1-235
Document 3 7341 1302 10 1-235

The recommended percentage of significant words for each document containing author’s keywords was
calculated using the formula below:

C = bt/at * 100,

where bt — the number of words in the input document to be preprocessed; at — the number of words in the
input document after preprocessing.
The results shown in Table 4 prove that using the entire input range of frequency dictionary words is
redundant and leads to longer classification times.

1.
2.
290.
3.
4.
5
6.
2020.
7.
8.
9.
C. 133-147.
10.
11.

12.

information technology. —2010. — T. 1. — Ne. 1. — C. 4-20.

13.

14.

15.

Conclusions
The work is devoted to the urgent problem of classifying textual documents of the collection by characteristic
features, which is used to classify news, reviews, determine the emotional tone of the text, and to create catalogs of
scientific, academic, and research works.
The paper proposes an approach for identifying significant words of a document for their further use in the
classification process as a feature vector.
In the course of the work, author’s keywords were identified, a partial dictionary was built, and the correlation
between the author’s keywords and the list of ordered words of the frequency dictionary based on the TF method,
which also includes author's keywords, was analyzed.
Determining the range and percentage of significant words allows further classification of scientific and
research papers when forming subject catalogs, even in the absence of a list of author's keywords that can be used for
classification. The results show that the use of the entire input range of frequency dictionary words is redundant and
leads to a longer classification time.
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EMERGENCY NOTIFICATION COMPUTER SYSTEM VIA TELECOMUNICATION
EQUIPMENT OF THE ORGANIZATION’S LOCAL NETWORK

In the event of an emergency, there are still actions that people must take to save themselves. Currently, everyone has a
mobile phone. Almost all establishments have an open Wi-Fi network. A model of the system that, when connected to the network,
informs about the threats that have arisen and the actions that citizens must take to avoid damage. The alert system works around
the clock. It complements the existing fire alarm and security systems. In the course of the work, an analysis of the existing models
of cybersecurity threats for warning systems in emergencies was carried out, which showed that the requirements for the civil
protection warning system currently need to be modernized. Therefore, the purpose of the work is to design and develop an extended
cybersecurity threat model, The key aspects of the cybersecurity threat model are identified. A model of an intruder of such a warning
system is presented. An extended cybersecurity threat model has been built using the Cyber Kill Chain.

At this stage of the study, data were obtained that allow us to conclude about the use of the Cyber Kill Chain model. When
applied to a typical threat model, the result gives a broader view of the threats to the information system (including actors, typical
hacker software, devices that may eventually become hacker tools when the system is hacked).

The use of modeling to study each of the structural components of the warning system is determined to be appropriate.
This is justified by the fact that it is impractical to conduct a real experiment, especially with the reproduction of cyber incidents, due
to significant financial and labor costs. This approach is also effective when it is necessary to conduct an analysis of the designed
system, which does not yet physically exist in this organization.

Keywords: emergency, notification computer system, public wireless access point, alert nodes, organization’s local network,
cybersecurity, model of cybersecurity threats, Cyber Kill Chain

Cepriit BOXKATKIH, Biktopis 'YCEBA-BOXATKIHA,
Terana ®APIOHOBA, Bonoagumup BYPEHKO, boraan [TACIOK

HanionansHuii yHiBepcuTeT KopabieOyayBaHHs iMeHi aaMipana Makaposa

KOMIT'FOTEPHA CUCTEMA ONOBIIUEHHS ITPO HAJI3BUYAWHI CUTY AL 3A
JTOIIOMOI'OIO TEJJEKOMYHIKAIIMHOTI' O OBJIAJTHAHHS JIOKAJBHOI
MEPEKI OPT AHI3AIIII

Y pasi HagzBu4aniHoi cuTyaulii HEOGXIAHO BXUTYU BCIX HEOOXIGHMUX 3aX04IB, LO6 BpSTyBaTV /Il04eN. Mavbxe BCi 3aknamm
MaroTe BIgKpUTY Mepexy Wi-Fi ans criiBpo6iTHuKIB. Ha TenepiluHivi Yyac y KOXHOro 3 HuUX € MOOGIIbHuA Tesne@oH. Ha ocHoBi
TEIEKOMYHIKALIIIHOrO O6/IaAHAHHS KOPIIOPaTUBHOI MEPEXI Ta CMapT@OHIB y SKOCTI XOCTIB Takoi MEDEXI MOX/MBO 106yAyBaTV
CUCTEMY OIIOBILLYEHHS, SKA MPALIIOE LiI0G060BO. Taka CUCTEMI TaKox MOXe OyTu [OMOBHEHA ICHYIOYMMU CUCTEMAMU [MOXKEXHOI
CUrHas3aLii 7a OXOpPOH!.

MogesioBaHHs cUCTeMU OOBILYEHHS 0/IEMLLYE BUBYEHHS OBELIHKYM 06 €KTIB 3 METOIO MOKPALYEHHS QYHKLIIOHa/IbHOCTI Ta
3MEHLLEHHS BaPTOCTI TaKOI CUCTEMM 11jf] YaC i CTBOPEHHS], IT04a/IbLLIOIO IEPETBOPEHHS] | POIBUTKY. [JO TOro X, B TaKivi MOAEN cHCTEMU
Mae 6yTv BpaxoBaHO HE TiIbKY [HQOPMYBAaHHS PO 3arpo3su, ane u i, SKi rpOMagsHi MatoTe BUKOHATH, 10O YHUKHYTU HEGEINEKU
78 MIHIMI3YBaTV 36UTKM Ha BUPOBHMLTBI. Y X04i pO6OTH TaKOX MPOBELEHO aHA/I3 ICHYIOYMX MOAENEY 3arP03 KIbEPOE3NEL A/15 CUCTEM
OrIOBILLEHHS PO HaA3BUYavIHI cuTyaLii.

KomriiekcHmi rigxig 40 MOAETIOBaHHS BCIX 3a3HAYEHUX CKIIGH0BNX KOMITIOTEPHOI CUCTEMY OMOBILYEHHS PO HAA3BUYAVIHI
cuTyaLlii 3@ JOMOMOroK TEIEKOMYHIKALIHOro 06/1afHAaHHS JIOKa/IbHOI MEPEXI opraHizauii (/TOM) rokasas, 1o BUMOrv 4O CUCTEMU
OroBILYEeHHS UNBISIbHOro 3axuCTy Hapasi noTpebytoTe MOAEPHI3alil. Tomy y pobOTi po3r/iIHYTI TUTaHHS MPOEKTYBAHHS TaKoi CUCTEMU.
Takox po3pobrieHO po3LLMpPeHy MOAESb 3arP0o3 KI6epbe3neLi cucTtemi onoBilyeHHs Yepe3 0671aaHaHHs JIOM. BusHadyeHo kioqosi
acriekT Mogesti 3arpo3 Kibepbesneyl. [lpegcTasieHo Mogesib MOPYLLIHUKE TaKoi CUCTEMM OrOBILLEHHS. PO3LWMpeHy MOAEb 3arpo3
Kibepbesneyi 6ys1o cTBopeHo 3a goriomoroto Cyber Kill Chain.

BUKOPUCTEHHS MOAEITIOBAHHS A/151 AOCTIIKEHHS KOXHOI 31 CTDYKTYPHNX CKIIGA0BUX CUCTEMY OIOBILLEHHS] BU3HAYAETHCSA K
AOLITIBHE, TOMY LU0 PEA/IbHUY EKCIIEPUMEHT, OCOB/IMBO 3 BIATBOPEHHSM KIGEDIHUMAEHTIB, MPOBOAUTH HELOLITBHO YEPE3 3HAYHI
@DIHAHCOBI | TDYAOBI BUTDAT, @ TAKOX U HEOOXIAHOCTI MDOBEAECHHS 3HA/TI3Y MPOEKTOBAHOI CUCTEMM, SIKA LUE QDIBNYHO HE ICHYE B AaHI
opraHizayii.

Kito40Bi ¢/10Ba; Hag3BnYariHa cuTyaLis, KOMITIOTEPHa CUCTEMA CIIOBILLEHD, Ty6/IiYHa 6E34POTOBA TOYKa AOCTYIIY, BY3/M
CIIOBILLEHb, JIOKa/IbHa MEPEXA OpraHi3aLlli, Kibepbe3sreka, Moae/b 3arpo3 Kibepbesneyi, Cyber Kill Chain

Introduction
One of the main ways of protecting the population from emergencies is a timely notification of the danger in
the situation that has arisen as a result of its development, as well as informing about the procedure and rules of
behavior in the context of the emergency.
Today there is a revision of the requirements regarding modern alert systems (AS), which were created for
civil protection tasks using automated systems of centralized notification, communication networks, radio
broadcasting. There is a transition to new structures of organization of such systems, taking into account the current
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state of technical means of communication, protection against unauthorized access, and distribution of malicious
software.

Emergency alert systems serve as a critical link in the chain of crisis communication, and they are essential
to minimize loss during emergencies. Acts of terrorism and violence, chemical spills, amber alerts, nuclear facility
problems, weather-related emergencies, flu pandemics, and other emergencies all require those responsible such as
government officials, building managers, and university administrators to be able to quickly and reliably distribute
emergency information to the public [1, 2].

Loudspeaker in such places attracts attention and may provide the necessary information for further action
but at the same time the presence on the screen of a smartphone, tablet, laptop clear scheme using microservices,
evacuation plan and instructions for actions of the population especially with hearing impairments, which will
minimize the time to make decisions about an emergency response or mitigation measures [3].

Therefore, the danger must be notified first via calls, howls, sirens, etc. But currently, everyone has a mobile
phone, and almost all establishments have a Wi-Fi network. Consequently, a system that, when connected to the
network, informs about the threats that have arisen and the actions that citizens must take to avoid damage, is necessary
important at this time.

Modern AS and information support are created to solve the assigned tasks based on automated centralized
warning systems, communication networks, and broadcasting [4]. Also, when building notification systems, it is
necessary to take into account the security of access points (AP) and system servers from hacking by intruders,
preventing DDoS attacks, etc. [5].

The security system of information systems (such like AS) is not built by itself. It is based on threat models
and intruder models. The threat model itself is a document that lists and describes possible threats to the information
security of the organization/enterprise, the probability of implementation, and the consequences of their action.

The idea of creating a public alert system via Wi-Fi is quite new and interesting for research and
implementation. Since we are talking about APs of wireless connection, there is a threat of various kinds of attacks.
To determine the cybersecurity of such a system, it is proposed to develop an extended threat model based on the
Cyber Kill Chain model and to study the difference with a typical threat model [6, 7].

Research interests — cybersecurity, models of hacker attacks.

The aim of the present study is to increase the accuracy of the threat model on the example of the development
of a wireless alert system by developing an extended threat model through detail using the Cyber Kill Chain model.

Objectives of the study.

. Identify typical models on which typical final threat models and violator models are based

. Analyze the type of connection between digital network points

. Identify typical attack methods for this type of connection

. Develop assessment criteria in an extended threat model based on Cyber Kill Chain items

. Develop and present the results of the study of the alarm system via wireless communication

The relevance of the study is based on the fact that the rapid acceleration of the development of computer
technology entails more complex and diverse attacks, which are difficult to describe with existing typical models of
threats. Therefore, there is a need to develop a more accurate and detailed model with expert assessments for each
stage of the security system being tested for hacking.

The object of the study Methods of extending a typical threat model using the Cyber Kill Chain model.

The subject of the study is the properties of the information system cybersecurity violator model after the
implementation of key points of the Cyber Kill Chain model.

The relevance of the study is to find new, more detailed, more effective models for building a threat model
of information systems. At present, not every business or government organization in Ukraine is thinking about the
problems of creating a model of threats to their information systems. Often it is due to the negligence or ignorance of
the system administrator that vulnerabilities remain in the systems, which an attacker can exploit at his own discretion
without any problems. His actions can result in the complete destruction of information, as well as its theft or sale on
the black market.

In this regard, it should be noted that the most effective description tools are the model of intruder and the
model of threats to the information system, which simultaneously provides a representation of two key issues:
identifying the system actor that can harm the information system and attack vectors.

Existing standard approaches and models are quite general and do not describe at what stage the actor
(employee or attacker) can perform intentional or unintentional actions that may harm the information system. This
research is based on the development of a wireless warning system for students of the Admiral Makarov National
University of Shipbuilding.

Problem statement
The threat itself is a security flaw or omission that can be exploited by attackers. The presence of a threat
does not mean the inevitable possible leakage of information: this suggests that attackers have a theoretical possibility
of unauthorized access to the personal data of the enterprise.

22 MDKHAPO/IHUI HAYKOBUI XKYPHAJL .
«KOMIT’IOTEPHI CUCTEMHU TA IHOOPMANIUHI TEXHOJIOTI'TI», 2023, Ne 1



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Like any normative document, the threat model is built on a certain model: the title page, a list of terms,
definitions, and abbreviations, content, main part, and appendices [8].

To create a model, it is necessary to analyze the data obtained during the audit of the information system
(IS). This will help identify system weaknesses; understand what will threaten it; where the threat may come from and
by what means it will be possible to neutralize it or prevent its detection in advance [9].

Sources of threats — a section that also needs to be reflected in the model. These can be external or internal
intruders, viruses, or software and hardware bookmarks.

When compiling a threat model, the level of initial security is determined. This is a global parameter that is
determined once and does not change depending on the threat. Then the actual threats are highlighted and unnecessary
ones are excluded — those that do not harm the system. Threats that have not been ruled out are included in the model
with a description.

Threat modeling is still in some ways an art as much as a science, and there is no single canonical threat
modeling process. The practice of threat modeling draws from various earlier security practices, most notably the idea
of “attack trees” that were developed in the 1990s. In 1999, Microsoft employees Loren Kohnfelder and Praerit Garg
circulated a document within the company called “The Threats to Our Products” which is considered by many to be
the first definitive description of threat modeling [10].

In [11, 12] present threat models in the form of a list of possible IP vulnerabilities (such as DoS, DDoS,
sniffing, packet header substitution, etc.), but objects like an alarm system are subject to much more thorough
inspection and the developed model should be to some extent more detailed.

The need for a Wi-Fi network is that the marketing policy of the center provides visitors and employees of
the center and shops the opportunity to access the Internet. There are many times when you need to access the Internet
not only from your computer or laptop, but also from portable devices that allow you to optimize your workflow at
the expense of modern network infrastructures — video conferencing, IP telephony, e-mail, server management, and
network devices.

The high level of security of Wi-Fi indicates its advantages when used in public places where information
security is one of the main criteria of the network. To protect against unauthorized access to the alert node and save
the database of connected subscribers the RADIUS Protocol is the most common AAA (Authentication,
Authorization, and Accounting) protocol now developed to transmit information between application programs (Fig.

).

Wireless AP

I = — o 3

Main Server (WEB)
Fig. 1. Alert node scheme

It should be noted that this model can be applied to employees of the Local Network of the enterprise, who
are granted access to the Wi-Fi network with a RADIUS server (Authorization Server) and a notification server (Main
Server). This means, that the connection between Wireless AP and Users (employees) has an encrypted connection
[13].

To describe a problem, we need to understand what is typical cybersecurity threats exist for such systems.
There are many specific types of attacks on Wi-Fi networks [14]:

—  Hacking WPA/WPA2 passwords (handshake catching);

—  WEP attack;

—  Hacking WPS Pin;

—  WPA downgrade;

—  Replacing a true AP with a fake (for catching login and password to connect to the AP and compromised

—  Attack on Wi-Fi access points from the global and local networks;
—  Denial of Service Attacks (Wi-Fi DoS);

—  Attacks on specific services and functions of routers;

—  Keyloggers on mobile devices;

—  Hijacking;
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—  Social Engineering.

First, let’s define the model of information security violator. For this purpose, the typical model shown in
Fig. 2 will approach.

This typical model of cybersecurity violator of the notification system in the enterprise reflects only general
information and carries almost no semantic load for a cybersecurity specialist or system administrator. In this case,
the next step is to build a threat model for the notification system by using the so-called “CIA Triad”: Confidentiality,
Integrity, and Availability [15]. Details of the implementation of this approach in different types of activities have

shown in Fig. 3. i

Secuﬂt}i Violator

v v v

Motives for Qualification Technical
Security Breach Equipment

Onlme Gammg m PIC\]:;w l:)(:-ial

Reaction to PC, Wireless

i Reprimanded, ‘ e ! |Devices + Password
' Unpaid Work 1 : g Crackers, :
i [Bruteforce Software]
' Industrial ;
Espionage, Sailing| ! H . H . [ Wi-Fi Hardware, | !
Confidential ; = ! Professional ] 1 [Jammers, Fake APs,

i ! : Sniffers :

Information

> Availability

Security Integrity

L>{ Confidentiality “l:f';:r:’];gg:

Fig. 3. Typical threat model

The problem is that these models are guided by the reflection of general recommendations that should be
considered, but in no way indicate the real possible violators and at what stage they may begin to exploit system

vulnerabilities.
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Given the above, it is necessary to conduct research and build a threat model that more accurately transmits
information about possible vulnerabilities of information systems on the example of a notification system via wireless
communication.

Experiment

Threat modeling is a structured process through which IT pros can identify potential security threats and
vulnerabilities, quantify the seriousness of each, and prioritize techniques to mitigate the attack and protect IT
resources.

This broad definition may just sound like the job description of a cybersecurity professional, but the important
thing about a threat model is that it is systematic and structured. Threat modelers walk through a series of concrete
steps to fully understand the environment they’re trying to secure and identify vulnerabilities and potential attackers.

Within cybersecurity, we see many terms used within military operations, including demilitarized zones
(DMZs), defense-in-depth, and APT (Advanced Persistent Threat). Another widely used term is the kill chain where
military operations would attack a specific target, and then look to destroy it. A defender will then look to break the
kill chain and understand how it might be attacked. An example of the kill chain approach is “F2T2EA”, where we
Find (a target), Fix (on the location of the target), Track (the movement of the target), Engage (to fix the weapon onto
the target), Assess (the damage to the target). A core of this approach is the provision of intelligence around the
finding, tracking, and assessment of the target.

One of the most used cybersecurity models to understand threats is the kill chain model and was proposed
by Lockheed Martin. Yadav and co-authors determine that the technical nature of the key stages of an attack, include
Reconnaissance, Weaponize, Delivery, Exploitation, Installation, Command & Control, and Act on Objective (Fig.
4).

Identification, Selection and Profiling of

Reconnaissance
Target

Y Coupling of Remote Access Trojan

Weaponize with an Exploit into a Deliverable

S S e

Transmission of the Cyber Weapon

Deli .
chvery to the Targeted Environment
Y . .
Exploitation Triggering the Attacker's Payload on
Target System
v
. Installation of Backdoor and
Installation S ;
Maintaining Persistence
. Outbound Internet Controller

Command and Servers to Communicate with

(____Control Compromised Host
Act on Objective BataBxh frebion, N'etwor'k Sl
System Disruption

Fig. 4. Simple Cyber Kill Chain model

Each stage is related to a certain type of activity in a cyberattack, regardless of whether it’s an internal or
external attack.

1) Reconnaissance

The observation stage: attackers typically assess the situation from the outside-in, to identify both targets and
tactics for the attack

2) Intrusion

Based on what the attackers discovered in the reconnaissance phase, they’re able to get into your systems:
often leveraging malware or security vulnerabilities

3) Exploitation

The act of exploiting vulnerabilities, and delivering malicious code onto the system, to get a better foothold

4) Privilege Escalation
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Attackers often need more privileges on a system to get access to more data and permissions: for this, they
need to escalate their privileges often to an administrator:

1) Lateral Movement.

Once a hacker enters the system, he can move laterally to other systems and accounts to gain more leverage:
whether that’s higher permissions, more data, or greater access to systems;

2) Obfuscation/Anti-forensics.

To successfully pull off a cyberattack, attackers need to cover their tracks, and in this stage, they often lay
false trails, compromise data, and clear logs to confuse and/or slow down any forensics team;

3) Denial of Service.

Disruption of normal access for users and systems, to stop the attack from being monitored, tracked, or
blocked;

4) Exfiltration.

The extraction stage: getting data out of the compromised system.

The term “Kill Chain” was originally used as a military concept related to the structure of the attack. The
idea is to effectively prevent or counteract the opponent in the various phases of the attack lifecycle.

To attribute cyber threats effectively, it is necessary to identify them based on their attack patterns in different
phases of the kill chain. These are tactics, techniques, procedures, and the tools used (software). Tactics are the goals
or states that an attacker tries to achieve to complete their mission. A technique is how a specific behavior or activity
achieves that goal or state. A tactic can have many techniques and a technique can have many tactics. Procedures and
software identify the tools or steps used to complete a series of actions conducted in a certain order or manner. To
achieve one of these steps an APT can use many tactics. In turn, these tactics are accomplished by using one or many
techniques and/or software tools.

Taking into account the above, we will define the criteria according to which the model of cybersecurity
threats of the alarm system via wireless communication will be built based on the following interrelated points.

—  stage of the model “Cyber Kill Chain”;

—  description of threat at this stage;

—  typical tools of the attacker at this stage;

—  entry points of the attacker at this stage (possible security gaps);

—  danger actor (person or department with whose hands you can enter the information system) at this
stage;

—  the mechanism for implementing malicious actions at this stage;

—  the level of danger of the attacker at this stage (scale 1-5, where 1 — the threat of breakage does not
entail any consequences; 5 — possible complete failure of the system);

—  the current level of implementation of preventive actions at the stage of the model “Cyber Kill Chain”.

Given the defined criteria for building an extended model of cyber threats to the notification system via
wireless communication, the results are presented in Table 1.

Table 1
Enhanced cybersecurity threat model
Stage Description of Typical tools Entry points Threat Implementing Level Current level
threat actors mechanism or of of preventive
device danger actions
a-5)
Reconnaissan Target nmap, vuln SSID is visible, Cracker - 2 1**
ce investigation search, known (hacker)
aircrack-ng employee’s
phishing; e-mail; Captive
sqlmap Portal website
Weaponize Making a payload Msfvenom, Weak Wi-Fi Cracker Wi-Fi access 3 Rl
or phishing link, custom encryption point; e-mail
basics on the payload; mechanism; service
investigation of compromised handshake without
a target e-mail account | capture; admin’s antispam; weak
mail service; SQL database
Captive Portal
website
Delivery Launch exploit Meta-sploit Outside Cracker Server, 4 3wk
framework, IP address for smartphone or
msfvenom, Internet access; laptop
bash shell Captive Portal
website
Exploitation System infection Malware, Mobile devices Cracker, Server (Radius, 4 Q%%
malicious with Bluetooth administrat main)
connect vulnerabilities or
open ports
on AP*
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Stage Description of Typical tools Entry points Threat Implementing Level Current level
threat actors mechanism or of of preventive
device danger actions
a-5)
Installation Starting payload’s Meterpreter, Vulnerable Cracker, Server or laptop, 4 Rl
session bash shell, service, AP, or administrat mobile device
malware attack server or
Command Using payload’s Meterpreter, Payload on Cracker Compromised 5 4%
and control session to take bash shell a server or devices in
control of the vulnerable a system
overall system service exploit
Act and Data compromising Meterpreter, Payload on a Cracker Compromised 5 SH*
objective system disruption bash shell, server or devices in
ransom-ware vulnerable a system
attack service exploit

*QOpen ports, which are using for Radius server services or main server access
**Average assessment of experts (research will be conducted in the next scientific article)

In cases of the extreme complexity of the problem, its novelty, insufficient information available, the
impossibility of mathematical formalization of the solution process, one has to turn to the recommendations of
competent specialists who know the problem perfectly — to experts. Their solution to the problem, argumentation,
formation of quantitative assessments, processing of the latter by formal methods are called the method of expert
assessments.

Expert assessment involves the creation of a collective opinion that has greater capabilities compared to the
capabilities of an individual. The source of collective opinion is the search for weak associations and assumptions
based on the experience of an individual specialist. The expert approach has great potential for solving problems that
cannot be solved in the usual analytical way.

Let's provide expert estimates for each point of the model presented above about the current level of
preventive actions (Table 2).

Table 2
The current level of implementation of preventive actions at the stage of the model
“Enhanced cybersecurity threat model”

Stage Expert 1 Expert 2 Expert 3 Average score
Reconnaissance 1 2 1 1
Weaponize 2 3 3
Delivery 3 3 3 3
Exploitation 3 2 2 2
Installation 4 3 3 3
Command and control 4 4 4 4
Act and objective 5 5 5 5

Conclusion

At this stage of the study, data were obtained that allow us to conclude about the use of the Cyber Kill Chain
model. When applied to a typical threat model, the result gives a broader view of the threats to the information system
(including actors, typical hacker software, devices that may eventually become hacker tools when the system is
hacked).

It was also proposed to introduce expert assessments to determine the degree of security of the information
system at a certain stage of the developed model, which will be studied in more detail and the results will be provided
in future research papers.

Further research should be aimed at improving the extended threat model of information systems. In the first
stage, the integration of this model should be carried out on a small segment of the network to collect data on the
security of the information system and identify possible gaps in its security.

Further analysis and improvement of such a model will show how effective the information system will be
in terms of cybersecurity and will help to immediately understand and correct deficiencies. Network security issues
deserve special attention, especially in the case of the integration of next-generation networks in such important areas
of infrastructure as, for example, wireless alert systems, electricity, or energy delivery system.

Also, new standards for the organization of computer networks can be applied in other areas of
telecommunications. As a result, the developed model can be used in cybersecurity audits or cybersecurity
departments to the in-depth study of the information system and improve its resilience to hacker attacks.

The use of modeling to study each of the structural components of the warning system is determined to be
appropriate. This is justified by the fact that it is impractical to conduct a real experiment, especially with the
reproduction of cyber incidents, due to significant financial and labor costs. This approach is also effective when it is
necessary to conduct an analysis of the designed system, which does not yet physically exist in this organization.
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THE ORGANIZING OF COMPETITIVE EVENTS USING MULTI-AGENT
TECHNOLOGIES AND THE MODIFIED BORDA METHOD

The hackathons allow collecting at once on one site: the largest industrial companies of the country, technology vendors
from the rapidly changing environment in the markets, young developers (including students), engineers with experience in the IT-
sphere or specifically required technologies.

The current state of hackathon organizing stages has analyzed to improve the approach to increase the social inclusion of
participants. Statistical metrics of vacancies occurrence probability during the period after the hackathon and employee turnover
provided by hackathons’ sponsors according to business domains were investigated.

The methods of determining the winner in different systems of competitive selection are considered. Particular attention is
paid to the peculiarities of the tournament systems used in cybersport championships. The system of selection based on the modified
Borda method, consisting of two or a maximum of three rounds and independent of the number of participants, is proposed.

In the paper, the Multi-Agent Sell Funnel Monitoring (MASFM) algorithm has described. MASFM algorithm allows searching
sponsorship efficiently because it helps detect about 16-23% of new sponsors according to last 2 years statistics.

In the software architecture of the online hackathons’ platform, a real scenario of increasing performance 15 times from 6
to 94 requests/sec was applied, which does not require serious refactoring and complex code changes. Besides, the steps mentioned
above can reduce the cost of infrastructure like Heroku. The next functionality of the online hackathon platform will be possible thanks
to the microservices architecture.

As the result, efficient software architecture has implemented and allow to decrease the maximum response time down to
3 seconds and the online hackathon platform’s performance has increased from 71 to 94 requests per second.

Keywords: eSport event, organizing of hackathon, selection of teams, multi-agent system, algorithm for determining
winners, grading procedure

IBan BYPJIAUEHKO, Bononumup CABIHOB, Ipuna )KXYPABCBbKA

YopHOMOPCHKHii HALIOHANBHUIT YHIBepcuTeT imMei [lerpa Mormiu

OPI'AHIBALIA 3MAI'AHDb 3 BUKOPUCTAHHAM MYJIbTUAI'EHTHUX
TEXHOJIOI'TM TA MOAUPIKOBAHOI'O METOAY BOPJA

XakatoHu [O3BOISIOTL 3i6patv HAa OAHOMY MaviJaH4iKy OQHOYACHO: HauifibLLi MPOMUCIIOBI KOMIaHIT KpaiHy, BEeHAOpIB
TEXHO/IOMW 3/ CTDIMKO MIH/IMBOIO CEPEAOBUILA HA PUHKAEX, MOIOAUX PO3POBHMKIB (Y TOMY YNCTTI CTYAEHTIB), IHXEHEDIB 3 AOCBIAOM
pobotu B IT-cihepi abo y KOHKDETHO 3aTPEbyBaHNX TEXHO/IOISIX.

[IpoaHani3oBaHo NMOTOYHMY CTaH €TariB OpraHi3auii XakaToHy /19 BAOCKOHA/IEHHS IMIAX04Y A0 MABALYEHHS COLIa/IbHOI
IHTErpauii y4acHukis. LoCiigKeHo CTaTUCTUYHI TOKa3HWKM VIMOBIDHOCTI 1105181 BaKaHCIi MpoTSaroM repiogy ic/is XakatoHy Ta
T/IMHHOCTI KaapiB, HaAaHI CrIOHCOpamMy XakaToHiB 3a cioepamu Ais/1bHOCTI,

PO3I7ISIHYTO METOAN BU3HAYEHHSI MEPEMOXLS B PI3HUX CUCTEMAax KOHKYpPCHOro BiAbopy. Ocob/mBy yBary rpyuaIneHo
0CO6/IMBOCTSIM TYPHIPHUX CUCTEM, SIKI BUKOPUCTOBYIOTLCS HA YEMITIOHATax 3 Kibepcriopty. AertasbHO pPO3r/ISHyTO 0CO6/IMBOCTI
3aCToCyBaHHS O/IMITIVCEKOI cucTemu oprarizadii IT-CriopTBHUX 3aX041B, 3BaXar04YM Ha TE, YO KIGEPCITIOPT HEYXU/IbHO HAG/IMKAETLCS
A0 Toro, wob cratv BK/IOYEHUM y niporpamy Onimmiagn 2024. [IporioHyeTecs cuctema BIAOOPY MEPEMOXLUIB Ha OCHOBI
Moan@ikoBaHoro metogdy bopaa, ska ckiafgaeTsCcs 3 ABOX ab0 MakcuMyM TPbOX TypIB | HE 3a/1EXXNUTb Bif Ki/IbKOCTI y4aCHIKIB.

Y cTarTi onMcaHo asiropuTM MOHITOPUHIY BOPOHKU MPOAAXKIB I3 Kirlbkoma areHtamm (MASFM). Arnroputm MASFM go3Bosisie
EQPEKTUBHO LLYKATH CITOHCOPCTBO, OCKI/IbKM BiH JOIOMAarae BusiButv 67in3sko 16-23 % HOBUX CITOHCOPIB 3@ CTATUCTUKOIO 3@ OCTaHHI
2 poku. Y porpamHivi apxitekTypi niaTopMu OHIIGHH-XaKaTOHIB PEasli30BaHO peasibHi CLEHAPIV 36IbLIEHHS TPOAYKTUBHOCTI B 15
PasiB, L0 HE MOTPEBYE CEPHOZHOrO PEPAKTOPUHIY Ta CKIIGAHNX 3MiH Kody. KpiM Toro, 3aCTOCOBAaHI MOC/IAOBHI KPOKYU MOXYTb 3HUNTHU
BapTICTb TaKoi 3ara/lbHOBXVBAHOI B OH/IANH-XaKaToHax IH@pPacTpykTypu, sk Heroku.

B pe3y/ibTati peasizoBarHa eqQeKTBHA apXiTEKTYPA MPOrpamMHOro 3abe3reYeHHs, Lo JO3BOSISE IMEHLLNTYU MAKCUMAE/TbHM
Yac BIAroBiai A0 3 CEKyHA, a MPOAYKTUBHICTE M1aTGOPMN OHJIaNH-XaKaToOHy 36i/blumT 3 71 40 94 3anmTiB Ha cekyHay. llogarbLe
TTOKPALLEHHS  DYHKLIIOHA/IBHOCTI  I/IaTQOPMU  OHJIANH-XaKaTOHy MOXJ/IMBO 3aBASKY IMIVIEMEHTALII B PO3ITISHYTY apXiTEKTypy
MIKPOCEDPBICIB.

KImo4oBi c/10Ba: KibepCropTUBHa [104i85, OpraHi3alis XakaToHy, BiAOIp KOMaHg, MyJIbTHAreHTHa CUCTEME, aaropuTM
BU3HAYEHHS MEPEMOXLIIB, MOPSAOK OLIIHIOBaHHS

Introduction
Organizing an e-sports event is a complex process. Their influence on the various activities becomes possible
due to the gamification of any processes, including in education. Gamification is the use of game practices and
mechanisms in a non-game context during the learning process to engage users in problem-solving. The elements of
the gamified process include joint actions to achieve their own goals, virtuality, countdown during the task for a
limited time are elements of the gamified process, etc.
Hackathon is a way to find technological solutions for e-sports. The goal of the hackathon is to bring together
students, developers, designers, data researchers, scientists, artists, 3D modelers, composers, managers with a variety
of skills to develop joint projects and address specific challenges.
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The hackathon allows you to collect four parties at once on one site: the largest industrial companies of the
country, technology vendors from changing markets, young developers (including students), engineers with
experience in the IT-sphere, or the specific required technologies. The point is that large companies come with their
own tasks, and developers (in our case, students) try to show the concept of their solution at such hackathons. In a
successful case, the participants in the hackathons receive contracts on the basis of which a company can be founded.
Customers spend two or three days of their time answering questions, but they get a very good picture of technologies
and many solution prototypes at once. It is for this reason that the hackathon, as an e-sports event, is an important
stage in the educational process. The hackathon allows students to immerse themselves in the corporate culture of
industrial companies for a certain period.

The Current State of Hackathon Organizing

There are different types of hackathons according to the type of participants (external in which anyone
interested in the topic can take part and internal which are organized for a closed community of a particular company
or organization), to the holding format (offline and online), etc. [1]. Offline, all participants gather in one place with
round-the-clock access and spend the entire hackathon there. The organizers usually provide them with everything
need (food, office, convenient places) so that the teams work on the task without being distracted.

The duration of the hackathon starts from 24 hours, the question arises how to sleep. And no way. At
hackathons it is really customary to teach 100% and devote all your time to work on the project, so not everyone can
sleep and not always.

During online hackathons, all processes from team building to pitching take place online and do not require
the physical presence of participants. All interaction takes place either through special platforms for the hackathons
or through separate online tools.

The advantages are that there can be many more participants in such online events than full-time
participation, even from anywhere. It should be noted that the corona crisis has significantly changed the nature of the
event market, displacing offline activity and significantly increasing the share of online activities, including in the
world of hackathons [2]. The disadvantages are the difficulty of staying asleep when you sit at home in bed, much
harder than when you work as a team on location.

The topics of hackathons are completely different. If at first, they were held only for IT specialists who
gathered together for a group programming session, today hackathons take place in almost all professional fields and
solve a variety of tasks. Hackathons conducted by Corporate Social Responsibility (CSR Ukraine) & UNFPA Ukraine
(held by the United Nations) under the STEM Girls grant initiative are aimed at changing gender stereotypes in the IT
industry [3]. The task of hackathons held under the program “ULEAD with Europe” financing by The European Union
is to create information projects or specific programs with the help of information technology, which will become a
starting platform for solving community problems [4].

The Entire Process of Organizing a Hackathon
Search for Participants and Advertising Campaigns Based on Multi-Agent Technologies
To find the initial set of sponsors the advertisement campaign needs to be started. Messenger channels and
social networks are most suitable for audience coverage involved in the hackathon's workflow. For evaluating the
effectiveness of the promoted project, you can use matrix algebra operations [5], fuzzy logic approach [6], evidence
theory [7], or multi-agent technologies [8, 9]. During the participation, the metrics of every sponsor will be analyzed.
Hackathon’s statistical metrics defined by equation (1).

V(P(T))
———=—>FR_ .;
pmasem _ ) WFc(BD) 9

HM(s7.vs) > 4 (M
P(ST) ¢

In formula (1) FMASFM is sponsor’s fitness function of the agent in Multi-Agent Sell Funnel Monitoring
(MASFM). Sponsors are filtered according to the probability of vacancies V(P(T)) during the period after the
hackathon. Employee turnover WF:(B) can be provided by sponsors according to business domains BD of IT
company to define the sponsors’ vacancy fill rate that should be greater than the average value FR,,,4. One of the key
features investigated in FM4SFM is hackathon matching function HY (Sy, V) for the technology skills Sy and vacancies
skills Vs. Participant’s skills P(Sy) are important also and define the relations that should be greater than the average
value A, between all potential sponsors. The FM4SFM values have logged to the online hackathons platform database
to be analyzed by organizers. Engaging developers is key to a successful hackathon because they know how to build
applications. Online hackathon’s platform should also involve experts from the business domains, people from the
communities, students, the wider the audience, the more creative solutions can be. The most expensive hackathon
elements, they provide venue rent, food, and prizes. The algorithm for finding sponsors to support the hackathon and
participants is presented in Algorithm 1. Also, engaging sponsors is influenced by what organizers can offer in
exchange for support, so it is important to use MASFM to organize the hackathon.
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ALGORITHM 1: Multi-Agent Sell Funnel Monitoring Algorithm

[participantsAgents, sponsorsAgents] = initializeMASFM(eventDate)
setupSponsorsFunnel(sponsorsAgents)
setupParticipantsFunnel(participantsAgents)
currentDate is inside monitoringPeriod
while currentDate is inside monitoringPeriod, do
sponsorsAgents scan [probabilityOfVacancies, employeeTurnover] in monitoringPeriod
for technologySkill in vacancySkills determined by sponsorsAgents, do
for each participantSkill in list determined by participantsAgents do
calculate hackathon matching function value
calculate sponsors_vacancy fill rate

MASFMMetrics = aggregate(hackathon matching_function_value ,
sponsors_vacancy _fill rate)
end
analyze(MASFMMetrics) and sell sponsorship deal
end

Roles of Participants and Categories of Hackathons

To define the categories of hackathons in more detail, it is necessary to describe the roles of the participants.
It will help increase the level of organization of the event process. Consider the main definitions used during the
organization and conduct of the hackathon.

“The participant” is a specialist who has expressed a desire to participate in the Hackathon and received
confirmation of participation from the organizers. “The team” consists of specialists who work together to create a
project in Hackathon. “The team leader” is one of the team members who perform certain leadership functions:
provides communication with mentors and organizers, represents his team at checkpoints and pitching.

“Themes” and “tracks” of the hackathon are specific areas within which projects will be developed. The
tracks will bring together teams working on projects on the same topic. One track will correspond to one hackathon
theme.

“Challenge” is a specific task presented by the organizers of the hackathon, in which you can also show your
creativity. Teams can develop their unique project within one of the hackathon themes or work on a challenge.

“An expert mentor” is a mentor who has unique expertise, provides informational support and advice to
hackathon teams in a particular field of knowledge. “A team mentor” is a mentor who moderates the work of teams.
The team mentor will work with 3—5 defined teams.

“The judge” is an expert who will evaluate the projects developed by the participants. “The organizer”
provides participants with everything necessary for productive work on the hackathon, monitors compliance with all
rules and regulations (see Table 1).

The structure may differ slightly from hackathon to hackathon. The main and longest part of the hackathon
is the teams’ presentation of their ideas to the judges, who make decisions and award the winners.

Table 1
Detailed structure of the hackathon categories

Hackathon Type Duration Participants Roles Sponsors Support Judging
Long term 1-3 months Judge, Participant, Medium Borda
Mentor, Expert, Reviewer
Short-term 3—4 days Judge, Participant, Medium Experts considered
Mentor, Expert decisions
One-day 9-24 hours Judge, Participant, Low Experts considered
Reviewer decisions

The Software Architecture for Online Hackathons

The server side of the online hackathon platform is written by Spring Boot. Spring Boot is a project at the IO
Execution level of the IO Spring Framework. With Spring Boot, the web application configurations are minimized as
much as possible. Spring Boot supports embedded containers that allow web applications to run independently and
without the need for a web server (see Fig. 1 below).

The web application of the hackathon platform shown in Figure 1 is working through the Java war command
to export a war file to run on the Web Server. We used the "CLI Tools" to run spring scripts. Benefits of Spring Boot
for the Hackathon Platform:

1) easily used to develop a Spring-based application with Java or Groovy Spring;

2) minimizes development time and raises productivity;

3) avoids writing a lot of boilerplate, Annotations, and XML configuration;

4) easily allows you to interact with Spring Boot applications with Spring Ecosystems like Spring JDBC,
Spring ORM, Spring Data, Spring Security, etc.;
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5) follows the "Default Configuration Principles" approach to minimize the time and effort invested in
developing applications;

6) provides Embedded HTTP servers like Tomcat, Jetty ... to quickly and easily develop and test web
applications;

7) provides CLI (Command Line Interface) tools for developing and testing Spring Boot (Java or Groovy)
applications from the command prompt very easily and quickly;

8) provides many plugins for quickly developing and testing Spring Boot applications using Build tools
like Maven and Gradle;

9) offers many plugins for easy handling of embedded databases and in-memory Databases.

Hackathon Hackathon

Manager Participant
________________________________ -
| Web hosting (Heroku) CRUD Operations |
: : Spring Boot Web App : : Node.js Front-End Server |
. - |

Organizers Participant's PWA based on
| | Business Logic Controller RESEARICantrolier | | Vue.js: Communication | ’
| | A | | Channels, File Uploaders |
Thymeleaf Ul templates: —+ |
| I Home Page, Ideas, Teams Y | | ¢ | ’
Hackathon Platform Database | )

| | | Security Layer | ’
‘- _ - I B —— |
\_ _ !

Fig. 1. Block diagram of the architectural solution for the hackathon online platform software

Heroku runs Spring Boot web applications inside one or more isolated "Dynos", which are virtual Unix
containers that provide the necessary environment for your application. The dynos data is completely isolated and has
an ephemeral file system (a "short-lived" file system is completely cleaned up and refreshed every time the dyno is
restarted). Heroku internally uses a load balancer to distribute web traffic among all "web" dynos. Since the dynos are
isolated, Heroku can scale the application horizontally by simply adding more dynos. The file system is ephemeral,
so you cannot directly install the services your application needs (i.e., databases, queues, caching, storage, email
services, etc.). Instead, Heroku provides services as independent "add-ons" either from Heroku and third parties. At
the moment your application launches, dynos access services using the information contained in the configuration
variables of your application.

To run your Heroku application, you need to be able to install the appropriate environment and dependencies.
Developers interact with Heroku using a custom client application/terminal, which is very similar to a Unix bash
script. It allows you to download code from a git repository, control running processes, view logs, and set configuration
variables.

To get the hackathon platform application to work with Heroku, we needed to host our web application in
the git repository, add the files listed above, connect the database add-on, and configure the settings to work correctly
with static files. The Vue.js framework will allow you to create a responsive interface for both web and mobile
platforms (Fig. 2).
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Fig. 2. The user interface of the online platform for hackathons
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After completing all the necessary stages of the site of the hackathon platform, we can create a Heroku
account, access the Heroku client, and use it to deploy a web platform for conducting hackathons.

The research used the JMeter application, which is designed to test the performance of web servers and is
used as an automated tool for testing with test data, as well as a tool for functional testing of web applications, file
servers, web servers, and even databases. During the experiments, important characteristics of JMeter were
investigated. The JMeter application can be configured to simulate the N number of users or streams that load a
specific web server or web application. JMeter measures web server performance by creating a simulated load on a
web application. Moreover, several repeatable cycles can be done to get the average result, as well as see the test
results in graphical and statistical form.

Based on the results, we can conclude that it is better to use clean technologies for small web applications.
Note that ASP.NET Core used a large number of built-in libraries and MVC pattern. For clarity, a base-10 log scale
was chosen to analyze the results was shown in Fig. 3.
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M Stdev| 0,16315444 | 1,36508372 | 2,01641198 | 5,99312349 | 28,4763988 | 13,0669591
Max |0,017224200,15135604 | 0,21232834 | 0,28549066 | 0,8493261| 0,1921237

Fig. 3. Web application request processing speed, ms

Web frameworks have specific conditions of use. If you have chosen a small web framework and need to
develop a web application that is different from simple applications or the REST API, then you are likely to have
problems with enhanced functionality, and vice versa - the redundancy of a full-featured, large web frameworks will
cause financial the cost of placing content under high load shown in Fig. 4.
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mAvg |46746,9449 | 5174,7425 | 4186,3981 127,1451 13,5346 251,3404
M Stdev| 6129,1619| 732,5558 495,9304 166,8579 35,1168 76,5289
Max | 58057,8467 | 6606,9381 | 4709,6868 3502,7415 | 1177,4041 | 5204,9801

Fig. 4. The requests number to the web application per second

As a result, it was concluded that in conditions of hosting hardware resources it is advisable to develop web
servers for hackathons based on the Spring Boot web framework.
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The Methods of Determination and Awarding of Hackathon Winners
Existing algorithms for determining winners in sports

Over the years certain systems of selecting winners in different activities have developed. Sports are the
oldest form of entertainment and competition. Since ancient Egypt and to this day people like to compete and win.
Losing in any game, we strive to win the next one. eSports is already included in the Register of recognized sports in
many countries. In September 2020 Ukraine also became one of more than 25 countries where cybersport is recognized
as an official sport [10].

Therefore, it makes sense to consider the existing systems for determining winners in various sports
(including Olympics) and analyze how they are suitable for judging in e-sports. Among the most popular systems of
competitive selection of winners are the Olympic system ("playoffs") and the so-called "double-elimination system".

E-sports is steadily approaching to become included in the program of the 2024 Olympics [11], therefore it
is advisable to consider in detail the features. Playoffs ensure that a winner is determined in a minimum number of
rounds and promote a hard-fought tournament. Among the playoffs' advantages are the minimum number of games
compared to other tournament variants and their "uncompromising" nature: there is no possibility and no point in a
tie-break.

However, the playoffs are completely unsuitable for tournaments where it is important to ensure a fair
distribution of all places, not just 1st — 3rd places.

First, in the playoffs, the distribution of places other than first is extremely influenced by the order in which
the pairings are chosen. In a draw, the last places are allocated almost randomly: a weak competitor, who is drawn
against an even stronger opponent, may easily rise above a stronger competitor in the first round [12].

Also, in a pure playoff, places other than 1st and 2nd can’t be assigned at all. If it is necessary to specify the
places occupied by participants, additional games have to be played, which is the greatest disadvantage of this
selection system, because the main advantage of playoffs — speed — is lost.

In addition, a major disadvantage of playoffs is the rigid requirements on the number of participants. If that
number does not comply with a norm, the only solution is to draw a draw to award technical wins or technical losses
to some participants in the first round, which further increases the random factor's influence on the outcome of the
tournament. The only alternative is to preempt a playoftf tournament with a series of preliminary games for entry into
the main tournament.

Thus, the Olympic system is built largely on a series of randomness, and the outcome of the competition is
largely decided by lot, which is not fair to the other participants. Unlike familiar to us volleyball, soccer, or chess, in
cybersport, everything is not so straightforward, and it becomes much more difficult to choose a winner.

So, in cybersport, a tournament system with elimination after two defeats, or as it is called, "two-consolation"
or "double-elimination system" is commonly used [13]. This system is in contrast significantly to the simple Olympic
system, in which a single defeat results in elimination. The double-elimination system is used in sports where it is
easy to play twice as many matches as in the Olympic system, either due to the short match length or the large number
of arenas running in parallel (automobile sports, darts, judo, etc.).

It is currently used in cybersports tournaments, including Dota 2 and CS: GO. In the tournament to two
defeats played 2n—1 or 2n—2 games, depending on the outcome of the superfinal. This is at least twice as much as in
the Olympic system, and the number of rounds at least one more. You can notice that more games must be played to
reach the superfinals in the lower net than in the upper net.

Without detracting from the merits of this system, however, among its disadvantages should be noted the
following:

1) special requirements for the number of participants (ideally a degree of twos). With the use of computer
systems for competitions, there are usually no problems with the number of participants;

2) two sportsmen may face each other twice (and sometimes even three times);

3) most matches are played between outsiders and mediocre players and are of interest only to a narrow
group of fans;

4) it is difficult to transport participants from one arena to another. In the Olympic system, for example,
four stadiums host different branches of the tournament up to the quarterfinals, and then everyone is taken to one
stadium where the semifinals and finals are played.

Thus, this system is also not the best way to select a winner and goes along with the Olympic system.

Based on the results of the analysis, it can be argued that traditional selection systems, even the double-
elimination system, which is currently used in cybersport, are not universal. Against the backdrop of the sport's
growing popularity, they carry with them a certain amount of inconvenience and unfairness. Therefore, it is advisable
to develop a new algorithm for determining the winners of hackathons as a component of eSport.

Existing algorithms for determining winners in sports
Within this study, there is a development of the algorithm for a selection system that consists of two, at most
three rounds and is completely independent of the number of participants.
The main goal of such system is to ensure the fairness of the competitive selection concerning all participants.
The players will not be able to negotiate or bribe the judge, since the winner is selected by general voting.
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The system is based on the Borda method of ranking. The Borda method is a voting system invented in 1770
by Jean-Charles de Borda to make the preferences of the electors more accurate when there are many candidates [14].
According to this method, the results of voting are expressed as the number of points scored by each of the candidates.
Often this method does not give intuitively expected results when counting, thus preserving intrigue until the winners
are announced [15].

This system can be compared to the selection system in parliamentary or presidential elections [16]. In this
case, during the first round, each of the participants is assigned points in descending order from more to less. The
system automatically counts the sum of points for each of the participants separately and arranges them in order from
more to less respectively. Then a certain percentage of participants from the bottom (those with the lowest number of
points) is "discarded". This percentage is not due to the Borda method, so the judge or the game administrator writes
it into the program.

As a consequence of this selection, the participants who scored the highest number of points in total, go to
the second round. Then the cycle repeats. The algorithm of the method is shown in Fig. 5.
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The main advantages of this system for selecting a winner are:

1) the minimum number of rounds, and therefore the minimum amount of time to select a winner;

2) the impossibility of rigged matches, and thus fairness to all competitors;

3) intrigue until the end of the competition, up to the moment of the announcement of winners;

4) the possibility of fair assignment of prizes in any quantity.

The proposed system will allow a fair selection of the winner of any competition by general voting. And
since cybersport is mostly a choice of a winner by voting by several judges, this system will help to calculate the
number of points for each participant regardless of the others.

Conclusion

The proposed Multi-Agent Sell Funnel Monitoring (MASFM) algorithm allows to search sponsorship
efficiently because according to last 2 years statistics about 16—23% of new sponsors was detected by MASFM. Now,
when using Spring Boot, the maximum time is less than 3 seconds and the number of requests has increased from 71
to 94 requests per second. As expected, the percentage of errors increased to 29%. These all errors were by the hosting
provider fault and test dyno container.

In the software architecture of the online hackathons’ platform, a real scenario of increasing performance 15
times from 6 to 94 requests/sec was applied, which does not require serious refactoring and complex code changes.
Besides, the steps mentioned above can reduce the cost of infrastructure like Heroku. The next functionality of the
online hackathon platform will be possible thanks to the microservices architecture.

The applied system of grading based on modified Borda was assessed by the participants as fair enough.
When analyzing the responses of the participants, negative responses due to the subjective conduct of judges decreased
to 1-2%. The number of repeated participations in the hackathon is consistently above 70%.
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STUDY OF SOFTWARE TESTING TOOLS ACCORDING TO THE TESTING LEVELS

Recently, software has been intensively used in almost all areas of business. Testing is an integral process of the software
life cycle, during which it is proved that the software meets the specified requirements and needs of the customer, thereby ensuring
the quality of the software. The article analyses the tools for software testing with their generalisation by levels of testing.

The study has shown that there are a number of studies aimed at reviewing and classifying software testing tools. The
correct choice of software testing tools is one of the vital elements to ensure the quality of the entire project. However, most studies
in the field of testing focus on describing testing methods without directly connecting to the tools that are based on these methods.

A specialist's approach to software testing requires additional information about the testing tools currently available. With
the increasing complexity of software products and shorter development cycles, it is clear that manual testing cannot deliver the level
of quality required by the market. Choosing the wrong testing tools for a project leads to inadequate quality measurements or tool
changes during the project. Both wrong choice and change of testing tools during the development process affect the quality of the
software product and, as a result, the success of the project as a whole.

The classifiers discussed in this paper can be used to select software testing tools appropriately. On the one hand, it can
be useful for navigating a wide range of testing subjects, reducing the time required for specialists to find the right solution. On the
other hand, it can be used as a short introduction to the rapidly developing field of testing and available testing tools for those who
are not experts in this field. The classification can be applied to testing various software projects, depending on the type of software
and development methodology.

Keywords: software, software testing, manual software testing, automated software testing, levels of software testing.

Ipuna 3BACOPHOBA, Tetsana TOBOPVYIIIEHKO, Oner BONYYP

XMenbHULBKUI HalliOHAILHUIN YHIBEPCUTET

AHAJII3 IHCTPYMEHTIB TECTYBAHHA ITPOI'PAMHOI'O 3ABE3IIEYEHHSA
BIAITOBIJIHO 10 PIBHIB TECTYBAHHSA

OCTarHHIM 4acoM rporpamMHe 3abesrneqeHHs (113) IHTEHCBHO BUKODUCTOBYETLCS MalbKe B YCIX 1a/iy3saX MigrnpHEMHNLTBA.
TecTyBaHHs € HEBIA'EMHUM [POLECOM XUTTEBOrO LMKIY [POrPaMHOro 3a6E3MeYEHHS, [1iJ 4Yac SIKOro AOBOANTLCS, B/IACHE,
BiAnoBiAHICTL 13 3agaHmm BuMOraM i rnoTpebam 3aMOBHUKE, TUM CaMuM 330€3reqyeTbCs SKICTe [13. B CTarTi rpoBEAEHO aHalli3
[HCTPYMEHTIB A/151 TECTYBaHHS [13 3 y3arasbHeHHSIM iX 110 PIBHSIX TECTYBaHHS.

HocnipkerHHs Mokasaso, Lo ICHYE psa AOCTIIKEHb, CrIPSIMOBAaHNX HA Or/IS4 | Kacugikalito iHCTPYMEHTIB TecTyBaHHS [13.
KopexkTHmi BUGIp iHCTPYMEHTIB A1 TECTyBarHHS [13 € OQHUM [3 XUTTEBO BaXIMBUX E/IEMEHTIB A/15 3a6E311eYeHHS SKOCTI YCboro
npoekTy. [lpote 6inbLicTb pobIT y raay3i TeCTYBaHHS 30CEPEMKEHI HA OMUCI METOLIB TECTYBAaHHS OE3 MPSMOro MigKItoYeEHHS 40
IHCTPYMEHTIB, 5IKi 6a3yI0TbCA Ha LUMX METOHAX.

TTigxig @axisys o TecTyBarHs [13 BuUMarae [04ATKOBOI IHEGOPMALI rpo AOCTYIIHI Ha AaHMH MOMEHT [HCTDYMEHTHU
TECTYBaHHS. I3 3DOCTAIOY0I0 CKIIAAHICTIO MPOrPaMHUX MPOAYKTIB Ta KOPOTLUMMU LIMKIIGMH PO3POOKN CTAE OYEBUAHMM, LYO PyYHE
TECTYBAHHS HE MOXE 3a6e3r1eunTy PiBEHb SKOCT, HEOOXIAHMA AJIS PUHKY. Hernpasu/ibHui BUGID IHCTDYMEHTIB TECTYBAHHS /1S
TIPOEKTY MPU3BOAUTD [0 HEGAEKBATHUX BUMIDIOBAHE SKOCTI a60 3aMiHM IHCTPYMEHTIB Ijf Yac MpPOEKTY. SK HEMPaBIbHui BUOID, Tak i
3MIHa IHCTPYMEHTIB TECTYBAHHS B IPOLIECI PO3POOKH BI/IMBAIOTL HA SKICTb MPOrPamMHoOro rpogykTy i, K HaCTAOK, Ha YCrliX POEKTY
B Uinomy. Knacn@ikatopu, ki po3IJISIHYTO y POOOTi, MOXHAE BUKOPHCTOBYBATYU U1 BIAINOBIAHOrO BUOOPY IHCTPYMEHTIB TECTYBAHHS
[13. 3 ogHoro 60Ky, e Moxe OyTv KOPUCHUM U151 OPIEHTALi B LUMPOKOMY IPEAMETHOMY [10/1i TECTYBAHHS, CKOPOYYIOYH Hac,
HEOOXIAHMI CrieiaiicTam A/15 MOLYKY BIPHOIMO PILLEHHS. 3 IHILIOrO GOKY, WOro MOXHAa BUKOPUCTaTU SK KOPOTKMY BCTY 4O rasy3i
TECTYBAHHS], YO LUBNAKO PO3IBUBAETLCS, | JOCTYITHUX IHCTDYMEHTIB TECTYBAHHS A/151 TUX, XTO HE € EKCIIEPTOM y UiV rasysi. lposeseHa
Kknacugikadis Moxe 6yTv 3aCTOCOBaHa A/19 TECTYBAHHS PI3HOMAHITHUX [TPOrpamMHuX MPOEKTIB, 3a/1EXHO Bia suay 13 1a meTogoorii
PO3POOKH.

Kmo4oBi c10Ba: riporpamHe 3abesneyerHs (113), rectysaHHs [13, pyqHe TectyBaHHs 13, aBTomatvoBaHe T1ectyBaHHs 13,
PIBHI TecTyBarHs [13.

Introduction

Recently, software has been intensively used in almost all branches of business [1]. Testing is an integral
process of the software life cycle, during which the compliance of the software with the specified requirements and
needs of the customer is proven, thereby ensuring the quality of the software [2, 3].

Software testing can be manual or automated. In manual testing, testers perform tests manually without using
any means of automation. Manual testing is a low-level and simple type of testing that does not require a lot of
additional knowledge. However, before you can automate the testing of any application, you must first run a series of
manual tests. Manual testing requires more effort, but without it, we cannot be sure whether automation is possible at
all. One of the fundamental principles of testing is that 100% automation is impossible. Therefore, manual testing is
a necessity [4].

Automated software testing is part of the testing process at the quality control stage in the software
development process; it is a type of testing in which testing is performed using various automation tools and scripts.
It uses software tools to execute tests and verify execution results, which helps reduce testing time and simplify the
testing process.
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Automated testing involves the use of special software to control the execution of tests and compare the
expected and actual results of the program. This type of testing helps to automate activities that are often repeated, but
which, at the same time, are necessary for maximum test coverage of the task. To compile automated tests, a QA
specialist must be able to program. Automated tests are full-fledged programs that are simply designed for testing [4].

There are several main types of automated testing: Code-driven testing automation — testing at the level of
software modules, classes and libraries (actually, automatic unit tests); graphical user interface testing automation
(Graphical user interface testing) — a special program (testing automation framework) allows you to generate user
actions — button presses, mouse clicks, and monitor the program's reaction to these actions — whether it meets the
specification; automation of API (Application Programming Interface) testing — the software interface of the program,
which is used to test interfaces intended for interaction, for example, with other programs or with the user. Here, again,
as a rule, special frameworks are used [4].

The advantages of automated testing include:

— speed of execution of test cases is greater than with manual testing;

— lack of influence of the human factor in the process of execution of test cases;

— cost minimization during repeated execution of test cases (i.e. minimal human participation);

— the ability to perform such test cases that cannot be performed manually;

— the ability to collect, store, analyze, aggregate and present large volumes of data in a form convenient for
human perception;

— the ability to perform low-level actions with the application, operating system, transmission channels, etc.

Disadvantages of automated tests include:

— the need for highly qualified personnel;

— high costs for complex automation tools, development and maintenance of test case code;

— automation requires more careful planning and risk management;

— complex selection of automation tools, the need to train staff (or find specialists);

— existing test cases may be unusable and outdated in the case of significant changes in requirements, changes
in the technological domain, redesign of interfaces (both user and software), etc.

Currently, much attention is paid to the transition to fully automated software testing, as it provides better
results, especially for large and super-large software projects, saves time and budget, allows to reduce the routine
manual actions of the tester, and reduces the complexity of software testing [5]. Therefore, there is a rapid development
of testing tools and methods. Both manual and automated testing can be used at different levels of testing, as well as
be part of other types and types of testing.

Therefore, increasing the use of automated software testing is an actual task today.

The purpose of this study is to analyze software testing tools according to the level of testing.

Study of Software Testing Tools According to the Testing Levels

Software testing is usually performed by a team of testers or developers in accordance with set requirements
(specifications). Depending on the type of software product, the testing method and appropriate software are chosen.

By level, testing is divided into Unit (first level), Integration (second level), and System (third level) [6].
However, acceptance testing (fourth level) is often added to this list [7]. In order to carry out quality testing, it is
necessary to make a reasonable choice of testing tools. Using the classification, it is possible to choose the necessary
testing tools.

Software testing tools are mostly designed to support one or more methods of testing a software product and
can perform different tasks depending on the level of testing.

The conducted research showed that there is a sufficient number of testing tools designed for unit, integration,
system, and acceptance testing.

Unit testing can be considered a basic level of testing with the ability to test several modules at the same
time, which makes it possible to automate them. The free and open-source software xUnit is for the first level of
testing like Unit testing, and depends on the programming language. For example, JUnit is designed for the Java
programming language, NUnit for .NET, CppUnit, CUnit for C, C++, etc. [8]. In most cases, unit testing is performed
by software product developers using automated tests.

The smallest number of tools was found for Integration testing. Testing tools for Unit testing (xUnit) are also
used at the next (second) level — during Integration testing. This is related to the method of conducting Integration
testing. Also using Rational Rose and Cantata++.

It is known that the behaviour of a software product changes to one degree or another after adding to it a new
module that was tested at the first level of testing. Therefore, as part of Integration testing, Regression testing is carried
out in order to check the functionality of the assembled parts (build) of the software product. Such tests are
recommended to be performed using automation tools (Selenium, SilkTest, Rational Functional Tester and QEngine,
etc.) since their set is constantly increasing during the development of a software product and manual testing is
impractical.

System testing includes a set of the following tests: Recovery, Security, Stress and Performance testing [9]. A large
number of tools have been identified for System testing, as this level of testing includes several more testing methods.
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Acceptance testing is carried out at the last level before deployment. At this stage, a conclusion is made about
the acceptance or rejection of the software product. At the same time, developers can be involved only to correct code
errors, if any are found. As the project grows, the number of Acceptance testing will also increase. Therefore, for
Acceptance testing, it is recommended to use automated testing tools, for example, FitNesse. FitNesse allows the
customer of the software product to enter specially formatted input. Input data is interpreted and tests are created
automatically. These tests are then run by the system and the output is returned to the customer. The advantage of this
approach is fast feedback. The customer can write tests in the form of HTML tables and add, if necessary, additional
text. The tool then analyzes the tables, runs the tests, and provides the results in an HTML document. FitNesse supports
Java, but versions for C++, C#, Python, Ruby, Delphi, etc. are currently available.

In addition, it is worth noting that acceptance testing is not sufficiently automated today, as there is a lack of
tools for this testing method. Therefore, the use of tools for system testing and acceptance testing is quite limited.

At the same time, it should be taken into account that the software for conducting automated testing is
constantly improved, supplemented and expanded. Regarding the future solution, the tools presented in the study can
be applied at different levels of testing, providing a practical demonstration of their use. Another possible improvement
is to conduct a comparison between testing tools that belong to a similar group to present the advantages and
disadvantages of a particular tool [10—11].

Consider the following types of testing. Thus, API testing checks the correctness of interaction between
system components, Ul testing tests the correctness of the graphical interface, and network protocol level testing
checks the correctness of data transmission between computers. All these types of testing are important to ensure the
quality of the software and its correct operation.

UI testing, i.e. the user interface, can be performed using the following tools: Abbot Java GUI Test
Framework, Business Process Testing (BPT), QF-Test, cPAMIE, Jemmy, Quick Test Professional, Rational
Functional Tester, Rational Robot, Selenium, SilkTest, TestComplete, TestPartner, TOSCA, Oracle Functional
Testing.

The following tools are used for API testing: APL Sanity Autotest, Cantata++, CppTest, CppUnit, CUnit,
DTM Data Generator, FitNesse, JProbe, JUnit, NUnit, JVerify, TestNG, VectorCAST/C++.

To test the network protocol level — in this case, the tool simulates the client part of the system that interacts
with the object through network protocols. Tools: Conkormiq Qtronic, DTM DB Stress, HttpUnit, JMeter,
LoadRunner, MessageMagic, NeoLoed, Nikto, OpenSTA, OpenTTCN Tester, Oracle Load Testing, QALoad,
Rational App Scan, Rational Performance Tester, SilkPerformer, soapUI, The Grinder, WAPT, Weblnspect.

The listed tools have certain disadvantages. For example, although Selenium software is one of the most
popular tools for automated website testing, it has some drawbacks:

—resistance to change: if the website under test undergoes changes in its structure or code, test scripts written
using Selenium may become unusable, requiring the rewriting of tests;

— complexity of configuration: to use Selenium, you need to have basic knowledge of programming and
environment configuration;

— limitations in operating systems: Selenium can only work on operating systems that support the browsers
it works with;

— slow test execution speed: Selenium can sometimes lag during test execution, which can lead to a longer
testing process;

— the need to support scripts: in order for Selenium to be able to work with some elements of the website,
such as AJAX, it is necessary to have scripts that can be executed in the browser;

— limitation of liability: Selenium is not able to guarantee responsibility for the completeness of testing, so
its use should be supplemented by manual testing and other software quality control methods.

Overall, although Selenium has its flaws, it is a pretty effective tool for automated website testing and
performance testing.

Let's consider the advantages and disadvantages of the Business Process Testing (BPT) tool. Because of the
complexity of testing business processes and the many applications involved, using code-based test automation is
problematic. Coded test automation takes time to develop and test. With BPT and multiple scenario testing, the time
spent building automated coded testing makes it slow and a significant barrier for organizations. Testing multiple
applications requires expertise and knowledge of each application. Coders who develop automation do not have deep
applied knowledge. With BPT and multiple applications, this increases testing slowdowns. Advantages of BPT:
eliminates the need to create a separate automation system; automated testing becomes structured using business
components; reduces the effort required to write and maintain test automation scripts BPT is independent of the
detailed test script; high reusability with data-driven components: testers do not need technical knowledge in
automation. Disadvantages of BPT: an additional license for the BPT Framework must be purchased for test scripts;
The BPT Framework can only be used if you have access to Application Lifecycle Management (ALM).

QF-Test from Quality First Software is a cross-platform graphical user interface test automation software
tool specializing in Java/Swing, SWT, Eclipse and RCP plug-ins, Java applets, Java Web Start, ULC and cross-
browser static and dynamic test automation web applications. A sophisticated recognition mechanism provides
extreme serviceability and low maintenance costs, which is the most important factor in software testing automation.
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The results of the analysis of tools for software testing with their generalization by testing levels are presented

in Table 1.
Table 1
Comparative analysis of tools for automated software testing
Criteria
supports test .
N Tools s:;l;le teo esiiyum various performa szcng:_ " URL
g P 0oS nce speed Pp
Ul testing
works
Abbot Java vlzlttf}:>:rlrl15
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Business business many the OS on used to
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stable, but dlfﬁcult,
- but if the
if the PP
PP
changes changes supports
frequently & pports,
the tests frequently | but some
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require limited
frequent
. . frequent
modificati ; .
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the page can
does not medium Windows support . .
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some Windows
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with scriptin
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When performing an analysis of testing tools, the following was found: for UI testing — 16 tools; for API
testing — 13 tools; for testing the network protocol level — 19 tools.

In general, there are 9 tools for Unit testing, 4 for Integration testing, 15 for System testing, and 20 for
Acceptance testing. The diagram of the distribution of tools depending on the level of testing is presented in Fig. 1.

Results & Discussion
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Fig. 1. Diagram of the distribution of tools depending on the level of testing

The conducted research can be used when choosing tools for testing software products.

Conclusions

Recently, software has been intensively used in almost all branches of business. Testing is an integral process
of the software life cycle, during which the compliance of the software with the given requirements and needs of the
customer is proven, thereby ensuring the quality of the software. The article analyzes software testing tools with their
generalization by testing levels.

The study showed that there are a number of studies aimed at reviewing and classifying software testing
tools. The correct choice of tools for software testing is one of the vital elements for ensuring the quality of the entire
project. However, most of the work in the field of testing focuses on describing test methods without directly
connecting to the tools that are based on these methods.

A specialist's approach to software testing requires additional information about currently available testing
tools. With the increasing complexity of software products and shorter development cycles, it is becoming apparent
that manual testing cannot provide the level of quality required by the market. Choosing the wrong test tools for a
project leads to inadequate quality measurements or tool replacement during the project. Both the wrong choice and
the change of testing tools during the development process affect the quality of the software product and, as a result,
the success of the project as a whole.

The classifiers considered in the work can be used for the appropriate selection of software testing tools. On
the one hand, it can be useful for orientation in a wide subject field of testing, reducing the time needed by specialists
to find the right solution. On the other hand, it can be used as a brief introduction to the rapidly developing field of
testing and available testing tools for those who are not experts in the field. The conducted classification can be used
for testing various software projects, depending on the type of software and development methodology.
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IMPROVING THE QUALITY OF SPAM DETECTION OF COMMENTS USING
SENTIMENT ANALYSIS WITH MACHINE LEARNING

Nowadays, people spend more and more time on the Internet and visit various sites. Many of these sites have comments
to help people make decisions. For example, many visitors of an online store check a product’s reviews before buying, or video hosting
users check at comments before watching a video. However, not all comments are equally useful. There are a lot of spam comments
that do not carry any useful information. The number of spam comments increased especially strongly during a full-scale invasion,
when the enemy with the help of bots tries to sow panic and spam the Internet. Very often such comments have different emotional
tone than ordinary ones, so it makes sense to use tonality analysis to detect spam comments. The aim of the study is to improve the
quality of spam search by doing sentiment analysis (determining the tonality) of comments using machine learning. As a result, an
LSTM neural network and a dataset were selected. Three metrics for evaluating the quality of a neural network were described. The
original dataset was analyzed and split into training, validation, and test datasets. The neural network was trained on the Google
Colab platform using GPUs. As a result, the neural network was able to evaluate the tonality of the comment on a scale from 1 to 5,
where the higher the score, the more emotionally positive the text and vice versa. After training, the neural network achieved an
accuracy of 76.3% on the test dataset, and the RMSE (root mean squared error) was 0.6478, so the error is by less than one class.
With using Naive Bayes classifier without tonality analysis, the accuracy reached 88.3%, while with the text tonality parameter, the
accuracy increased to 93.1%. With using Random Forest algorithm without tonality analysis, the accuracy reached 90.8%, while with
the text tonality parameter, the accuracy increased to 95.7%. As a result, adding the tonality parameter increased the accuracy for
both models. The value of the increase in accuracy is 4.8% for the Naive Bayes classifier and 4.9% for the Random Forest.

Keywords: sentiment analysis, spam detection, neural network, text analyze, Python.

Onexcangp €EPMOJIAEB, Ineca KYJIAKOBCBKA

YopHOMOPCEKUI HalliOHANEHUI yHIBepcuTeT iMeHi [letpa Morwmmu

INOKPAIIEHHA AKOCTI IIOIIYKY CITAMY B KOMEHTAPAX 3A TOMOI'OI'OIO
AHAJII3Y TOHAJIBHOCTI 3 BUKOPUCTAHHAM MAIIMHHOT'O HABYAHHSA

Y Haw vac /mogm Bce 6inbLue | GinbLue rnpoBogsTs Yacy B IHTEDHETI Ta BIABIAYIOTb PI3HOMAHITHI Cavit. barato 3 yux CauiTis
MaroTe KOMEHTAPI, LLYO AOINOMAraroTh JII0ASIM MPMIMaTH PILLEHHS. Tak, 6araTo BiABIAYBaYIB IHTEDHET-MArasnHy AMBUTLCS Ha BIATYKU
A0 TOBapy repes rokyrkor, a KOpUCTyBaYl BIACOXOCTUHITB YacTO OPIEHTYIOTLCS Ha KOMEHTapI nepes rnepersisgomM. [lpore He Bci
KOMEHTEPI 0AHAKOBO KOPUCHI), AOCUTH HYACTO MOXHA 3YCTPITU CrIaM-KOMEHTAPI SIKi HE HECYTb XXOAHOI KOpMCHOI iHgopmaLjii. OcobrmBo
CWIbHO 3P0C/Ia KifTbKICTb CIIaM-KOMEHTAPI 1 Yac OBHOMACLUTA6HOrO BTOPrHEHHS, KOJIM BOPOr 3@ AOMOMOror0 6OTiB HaMaracrscs
110CIATY NAHIKY Ta 3acnamMuTy IHTEPHET rpoCTip. YacTo Taki KOMEHTAPI BiAPI3HAIOTLCS 3@ EMOLINHNM 3863PBIEHHSM Bif 3BUYAVIHMX,
TOMY ICHYE CEHC BUKOPUCTOBYBATU aHA/1i3 TOHA/IbHOCTI A/151 iX BUSB/IEHHS. METOH AOC/IIIKEHHS € MOKPALYEHHS SSKOCTI MOLLYKY Cramy
3a [OIMOMOrol0 BU3HAYEHHS] TOHA/IbHOCTI KOMEHTAPIB 3 BUKOPUCTaHHSAM MALUMHHOIO HaB4YaHHs. B pesysbrarti 6yno obpaHo LSTM
HEVIDOMEDEXY Ta AATaceT /15 i HaBYaHHS Ta NEPEeBPKU. Bysio onvcarqo Tpu METDHKU A/1S OLIHKU SKOCTI HEVPOMEDEX, a AaTaceT
6Y/10 POaHa/I30BaHO Ta PO3OUTO Ta HABYa/IbHY, Ba/lfauiiHy Ta TecToBy BUOIDKU. HaByarHs HEMPOMEDEXI BiA6yBasocs Ha
nnargopmy Google Colab 3 BukopuctanHam GPU. Y pe3y/ibTati HEVPOMEDEXXE 3MOITIa OLiHIOBATHU TOHA/TbHICTb KOMEHTAPS 110 LKA/
Bl 1 40 5, ge uum BuLye OLiHKa — TUM Gifibll EMOLIVIHO-IIO3NTUBHUY BIArYK | Hasraku. [Ticis HaBYaHHS HEpOMEpeEXa Jocar/ia
TOYHOCTI y 76.3% Ha TECTOBOMY [ATACET], @ CEPACHS KBagpatnyHa rnomuska craHoswia 0.6478, O MO3HAYAE LU0 HEVPOMEDEXE
TTOMUISIETBC MEHIIE HDK Ha O4WH KAAc. [Ipu BUKODUCTAaHHI a/IropuUTMy HAIBHOMO BGAVECIBCLKOrO Kiacugixkatopa 6€3 aHaisy
TOHA/IbHOCT], TOYHICTb ck/ana 88.3%, ToAi K 3 NaPamMeTpOM TOHA/IbHOCTI TEKCTY TOYHICTL 3pocia A0 93.1%. [lpu BukopucTaHHI
a/IropuTMy BUINEAKOBOIO JTicy 6€3 aHa/li3y TOHa/IbHOCTI, TOYHICTb ckiana 90.8%, To4i K 3 NapaMeTpoM TOHA/IbHOCTI TEKCTY TOYHICTE
3pocria 40 95.7%. B pe3ysibTati 1o A0A3BaHHS NIapamMeTpy TOHa/IbHOCTI MABULYMIIO TOYHICTb /15 060X MOAENEN. 3HAYEHHS TPUPOCTY
TOYHOCTI CTaHOBUTL 4.8% /15 HAIBHOIO 6auieciBcbKoro knacugikaropa 1a 4.9% A/1s BUagKoBoro Jicy.

KImto40Bi ¢/10Ba: aHasli3 TOHa/IbHOCTI, MOLLYK CIIaMy, HEeHPOMEDEXI, aHasli3 TeKCTy, Python.

Introduction

The main feature of modern Al algorithms is that they can "accumulate experience". In this way, they are
able to solve some tasks with informal conditions, which is not able to do any productive, but rigidly programmed
computer system.

A neural network consists of a system of connected and interacting simple processors called neurons. They
are usually quite simple, especially compared to the processors used in personal computers. Each neuron of such a
network connects only with signals that it receives and signals that it sends to other neurons [1]. Nevertheless, being
connected in a rather large network, such individual simple parts together are capable of performing quite complex
tasks.

The fields of application of neural networks are quite diverse — these are text and speech recognition, semantic
search, expert systems and decision support systems, stock price prediction, security systems, text analysis, etc. This
study considers an example of using a neural network to analyze the tone of comments.

Probably, there are tasks for neural network in each subject area. Here is a list of individual areas where the
solution of this kind of tasks is of practical importance already now: economy and business, medicine, communication
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and the Internet, production automation, political and sociological technologies, security and security systems, input
and processing of information, geological exploration.

Classification tasks are understood as tasks for dividing a set of input signals into a predetermined number
of classes [2]. After training, such a network is able to determine to which class the input signal belongs. In some
varieties, the neural network can signal that the input signal does not belong to any of the selected classes — this is a
sign of the appearance of new data that is not in the training sample, or of incorrect input data.

The field of text tonality analysis is quite new, and new technologies appear in it every year. Currently, one
of the most popular tools for this is Cognitive Service from Microsoft Azure (Fig. 1). However, it has several
disadvantages. One of them is that it is part of the Microsoft Azure cloud platform, so in order to use it, you need to
familiarize yourself with the basics of this platform and configure access. In addition, the neural networks for this
service were trained on the texts of articles from the Internet, so this service will have less accuracy on reviews.
Instead, the field of spam detection is popular and there are many proven solutions on the market. One of them uses
Google Gmail to filter spam in emails. However, it is not known whether it use tonality analysis for spam detection.
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Fig.1. Similar system — Microsoft Azure Cognitive Service

One of the tasks that artificial intelligence can solve is the analysis of the tonality of the text (sentiment
analysis) [3]. This means analyzing the emotional coloring of the text, taking into account its context. Tonality is the
emotional attitude of the author of the statement towards some object expressed in the text. The emotional component
expressed at the level of a lexeme or communicative fragment is called lexical tonality (or lexical sentiment). The
tonality of the entire text as a whole can be determined as a function (in the simplest case, as a sum) of the lexical
tonalities of its constituent units (sentences) and the rules for their combination. The main goal of tonality analysis is
to find thoughts in the text and identify their properties. In this research, the tonality analysis was used to assign the
text to one of five classes. So, it turns the task into classification problem.

Data preparation and neural network creation

We decided to use recurrent neural network, especially a structure called LSTM. This choice was justified
by the ability of these neural networks to remember the last analyzed words [4], and therefore to remember the context.

Firstly, it was necessary to choose a dataset. The right dataset is a very important part of training a neural
network. It must follow next conditions:

- have a sufficient amount of data;

- these data must be up-to-date;

- the dataset must be balanced, have approximately the same amount of data in each class;

- must be collected from a reliable source.

In addition, the dataset needs to be divided into several parts. Train sample is a sample for which training
takes place. Each training iteration will process this dataset, or a certain part of it. This part of the dataset should be
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the largest. It is very important that it meets the requirements described above, as this part of the dataset will be
responsible for the accuracy of the model.

When model is built according to the training sample, then the quality assessment of this model, made on the
same sample, turns out to be more optimistically [5, 6]. This phenomenon is called overtraining and in practice it
occurs very often. A good empirical assessment of the quality of the constructed model is provided by its verification
on independent data that were not used for training. Therefore, as described in it, in order to avoid the phenomenon
of overtraining, it is necessary to check the neural network on another part of the data, which is called validation. This
part of the dataset is significantly smaller than the training sample.

A test or control dataset is a sample that evaluates the quality of the constructed model. If the training and
validation samples are fed to the model input multiple times, it is very important that the network sees the test dataset
as few times as possible. It is on the basis of this sample that the final accuracy of the neural network will be evaluated.

To solve the task of comment analysis, we chose a fairly well-known dataset [7], which meets all the criteria
described above. The dataset itself consists of 700,000 reviews that were taken from the famous USA site yelp.com.
In addition to the text, each comment has a tonality rating from 1 to 5.

Preprocessing and training took place in Jupyter Notebook. It is an interactive computing environment that
allows users to write, run, and share code, and display and manipulate data in an interactive and collaborative manner.
Jupyter Notebook supports a variety of programming languages, including Python. One of the key strengths of Jupyter
Notebook is its ability to interactively calculate each step. In addition, it has powerful built-in data visualization
capabilities.

The input data has been cleaned and tokenized. In cleaning stage, we removed all non-alphanumeric
characters from each part of the text. Tokenization is the process of breaking text into smaller pieces called tokens [8].
In this case, the tokens will be individual words. Therefore, further each comment is divided into separate words. We
use an English dictionary from nltk library to do tokenization. It is used to bring all the words of the main form. This
process is called stemming and is an important part of text normalization [9]. Since there is no ideal algorithm for
finding the basic form, we use English dictionary from nltk that containing words and their various forms. This
stemming method is called table lookup. The advantages of this method are the simplicity, speed and convenience of
handling exceptions for each language. The disadvantages include the fact that the search table must contain all forms
of words, which means that the algorithm will not work with new words.

After that, we convert each word into a vector using "word2vec" algorithm. It accepts a large text corpus as
input data and assigns a vector to each word, giving the coordinates of the words at the output. For this task, the
dictionary contained 2000 words that were most frequently encountered among all comments. All fewer common
words were replaced with the key "UNK". During text analysis, large datasets can contain thousands or even millions
of unique words, many of which are irrelevant or do not add significant information to the analysis. When building a
model, it is important to keep the number of parameters to a minimum, as each new parameter complicates the model
and increases the risk of overtraining. Conversely, by limiting the number of parameters, it is easier and faster to train
the model. It can also reduce the computational cost of training the model, as well as reduce the memory required to
store the feature matrix. This is especially important when training a neural network on a GPU in Google Colab, as
there are limits on the maximum time of use of computing resources.

We created a network accepts a vector of a comment text and has five outputs. Each one matches rating from
1 to 5. The output with the highest score is the most likely class number. After several training iterations, a dropout
method was added. This is a regularization method used in neural networks to prevent overtraining. It works by
randomly removing a certain percentage of neural network connections during training. This forces the network to
create redundant correct connections, making it more robust and less likely to overtrain. The dropout value is a
hyperparameter and is determined by experiment [3]. A value of 0.2 was chosen for this neural network.

The entire learning process was divided into epochs. In each epoch, the training dataset is divided into groups

of 2000 comments. Since the training sample contains 80% of 650,000 comments, then the total count of groups is
0.8:650000

2000
loss function, the precision and the root mean square error (RMSE). Training and verification of the neural network

took place on the Google Colab cloud platform. The result of studying is shown on Figure 2.

= 260. Validation occurs at the end of each epoch. There are three metrics used in validation: the logistic
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Fig.2. Progress of neural network training

As a result, the accuracy was 76.3%. The value of the logistic loss function metric and the root mean square
error were 0.7061 and 0.6478, respectively.

Experiments and researching

The next part of the work is about using the created neural network for improving accuracy of spam detection.
A well-known dataset [10] with comments from the youtube.com website was chosen. The dataset itself consists of
1961 reviews, each of which belongs to the spam or non-spam (ham) class. Both classes are represented in the dataset
in the same proportion. Just like the previous dataset, this one has also been normalized and vectorized [8, 9]. In
addition, all Internet references were selected from the text. To perform tokenization, the TfidfVectorizer function
from the sklearn library is used. It analyzes the number of repetitions of each word and leaves only a set of the most
popular words. Next, this algorithm assigns a specific vector to each word. The resulting vector representations of
words can be used in natural language processing and machine learning. In this case, the simplest way of converting
words into a vector was used, when each word is assigned its own vector, which does not depend on other words.

Firstly, the Naive Bayes classifier was first used. A Naive Bayes classifier is a probabilistic classifier based
on the Bayes theorem, that based on naive assumptions of independence [11]. The MultinomialNB object from the
sklearn library was used for training. As an input, it accepted a vector in which the text is encoded, and as an output
it outputs the probability of this text belonging to spam, from 0 to 1. In the result, the accuracy of this method is 88.3%.

In the next step, we add a feature of the sentiment analyze to learning parameters. This feature was calculated
using a previously created neural network. As a result, accuracy increased from 88% to 93%. Confusion matrices
before and after are shown on Figure 3.

model = MultinomialNB() model = MultinomialNB()

train_model(model, X_train, y_train, X_test, y_test) train_model(model, X_train_ext, y_train, X_test_ext, y_test)
Accuracy of the model: 0.883 Accuracy of the model: 0.931

Precision Score of the model: 0.88 Precision Score of the model: 0.937

Recall Score of the model: 0.88 Recall Score of the model: 0.922

Confusion Matrix Confusion Matrix

- 160
- 140
-120

- 100

True label
i
(=]
51

True label

- 80

-60

-40

-20

0 1 o 1
Predicted label Predicted label

Fig.3. Confusion matrices for Naive Bayes before and after addition a feature of sentiment analysis
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The same flow was done for the Random Forest algorithm. Random Forest is a supervised machine learning
algorithm used for classification and regression tasks [1]]. It is an ensemble learning method that combines multiple
decision trees to make predictions. In a Random Forest model, a set of decision trees is built independently, each using
a random subset of the features and a random subset of the training data. Each decision tree is trained to predict the
outcome variable based on the subset of features and data it was given. As a result, the accuracy increased from 91%
to almost 96%. Confusion matrices before and after are shown on Figure 4.

model = RandomForestClassifier(n_estimators=256) model = RandomForestClassifier(n_estimators=256)

train_model(model, X_train, y_train, X_test, y_test) train_model(model, X_train_ext, y_train, X_test_ext, y_test)
Accuracy of the model: 0.908 Accuracy of the model: 0.957
Precision Score of the model: 0.97 Precision Score of the model: 0.973

Recall Score of the model: 0.839 Recall Score of the model: 0.938

Confusion Matrix Confusion Matrix

§- 100

True label
True label

0 1 0 1
Predicted label Predicted label

Fig.4. Confusion matrices for Random Forest before and after addition a feature of sentiment analysis

Conclusions

Firstly, we made an analysis of the subject area of systems for analyzing the tone of the text. It showed that
there is no universal solution. The opposite situation is for the task of spam detection, for which there are many ready-
made systems, but they have a close (private) program code. Therefore, it is not known whether they use the analysis
of the tonality of the text or not.

Secondly, we used an LSTM neural network and dataset [7] for its training and validation. Three metrics for
evaluating the quality of a neural network were described, and the dataset was analyzed and split into training,
validation, and text datasets. The neural network was trained on the Google Colab platform using GPUs. As a result,
the neural network was able to evaluate the tone of the comment on a scale from 1 to 5, where the higher the rating,
the more emotionally positive the response and vice versa. After training, the neural network achieved an accuracy of
76.3% on the test dataset, and the root mean squared error was 0.6478. This means that error of neural network is less
than one class.

Thirdly, we researched how this neural network can improve accuracy of spam detection. In order to do this,
a dataset [10] was selected. The text of each response of this dataset was cleaned, tokenized and transformed into a
vector in the same way as the previous dataset. When we trained the Naive Bayes classifier algorithm without
sentiment analysis, the accuracy was 88.3%, while with the text sentiment analysis the accuracy increased to 93.1%.
When we trained the Random Forest without sentiment analysis, the accuracy was 90.8%, while with the text
sentiment analysis the accuracy increased to 95.7%.

As a conclusion, the adding feature of sentiment analysis increases the accuracy for both models. The value
of the increase in accuracy is 4.8% for the Naive Bayes classifier and 4.9% for the Random Forest. Therefore,
sentiment analysis can be used to improve spam detection. It is worth noting that the accuracy of the Random Forest
is higher than the accuracy of the Naive Bayes classifier for this task.
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A NEW INFORMATION SYSTEM FOR ROAD SURFACE CONDITION
CLASSIFICATION USING MACHINE LEARNING METHODS AND PARALLEL
CALCULATION

Modern information systems are increasingly used in various areas of our life. One of these is the quality control of the
condition of the road surface in order to carry out repair work on time if necessary. The machine learning method can facilitate the
control process, which was demonstrated in this work.

Analyzing the road surface condition using image classification requires much pre-classified data and decent computing
power. As the modern need for proper quality control of the road surface is high, it is possible to analyze using sensor-recorded data
in tabular form and machine learning methods, which should show high accuracy of the classification results. Development and
research of an information system for classifying the condition of the road surface were described in this paper, including ways for
optimizing similar approaches and improving the results obtained through the use of a greater number of features, in particular,
taking into account not only the speed indicators at the given time of the car's movement but also the performance indicators of
Internal combustion engine. As a result, an information system was developed that classifies the road surface condition using features
obtained from various types of sensors and recorded in tabular form. Machine learning methods such as Random Forest, Decision
Tree, Support Vector Method, and AutoML library were used to compare accuracy results using a large set of artificial intelligence
methods. The best results were obtained using the Random Forest ensemble machine learning method. The analysis of the classifier
according to varfous parameters was carried out, and a search for the best hyperparameters was performed. At the same time,
achieving a 91.9% accuracy of road surface condition classification was possible. Parallel calculations were used during model training.
As a result, training time was decreased by 5 times with the use of the CPU and by 51 times with the help of the GPU.

Keywords: road condition classification, Random Forest, reference vectors method, decision tree, CUDA technology.
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HarionansHuii yHiBepcuTeT «JIbBiBCbKa MOJIITEXHIKA»

Onekcangp KPABUYEHKO

HarioHaibHUH TeXHIYHUHN yHIBepCHTET «XapKiBCHKHIl MOJITEXHIYHIN IHCTHTYT»

HOBA IHOOPMAIIMHA CUCTEMA JIJISI KJIACU®IKALIL CTAHY
JOPOXKHBOI'O MIOKPUTHA 3A 1OIIOMOI'OIO METOAIB MAIIMHHOI'O
HABYAHHSA TA ITAPAJIEJIBHUX OBYUCJIEHDb

AHanI3 CTaHy JOPOXKHBOIO MOKPUTTS MPU KIIACUHYHOMY TIAX0AF PO3ITIBHABAHHS OCOB/IMBOCTEN (3 BUKOPUCTAaHHS 306paKeEHb
r10TPEBYE BEMKOI KifIbKOCTI AaHNX 3 MOMEPEAHBLO IMIArOTOBIEHNUM OUCOM Ta OOYUCTIIOBASILHUX MOTYXXHOCTEH. BpaxoByroum cyqacHi
10TPEGH CBOEYACHOrO KOHTPOJIIO SIKOCTI MOKPUTTS AOPOXHIX LLJISXIB, AHA/3 MOXJ/MBO CIPOCTUTU 3 BUKOPUCTAHHSM 1OK33HVKIB
3anNcannx y Tab/im4yHoMy BUITISAIB Ta METOLIB MALUMHHOIO HAaBYaHHS, $IKi Y CYKYITHOCTI MOBUHHI OKa3atv 3af0BIIbHY TOYHICTE
pe3ysIbTatie. Y poboTi 6y/10 06rPyHTOBaHO AOUIIbHICTE PO3POGKU Ta AOCIIKEHHS [HPHOPMALIVHOI cncTemn Kaacu@ikalii CTaHy
LODOXHBLOIO MOKPUTTS], @ TAKOX BU3HAYEHO SIK K/IIOYOBUY HAMPSIMOK ONTUMI3ALIH0 aHA/IONYHUX TAXO04IB Ta MOKDALYEHHS] OTPUMAHUX
PE3Y/IbTATIB LU/ISIXOM BUKOPUCTAHHS OIi/IbLLIOI KiSTbKOCTI O3HAK, 30KPEMA BPaxyBaHHs HE JIMLLIE LUBAAKICHNX TOKa3HWKIB B MOMEHT pyXy
aBTOMOGINIS, ane ¥ MoKa3HUKIB pobOTH ABUIYHa BHYTPILLIHEOIO 3ropsiHHS, SIKE HarpsaMy 0B S3aHa 3 MOX/MBICTIO 34IVICHIOBaTH pyX. Y
PE3Y/IbTATI PO3POGIIEHO IHPOPMALIIVIHOI CUCTEMH, 1O KIACUQIKYE CTaH AODOXHBOIO MOKPUTTS 38 O3HaKaMu OTPUMAHUMU 3 PISHOMO
BUAY AaTYnKiB Ta 3arMcaHmux y TabrimyHoMy BUI/ISA). BUKOPUCTaHO METOAN MALUMHHOIO HaBYaHHS Taki sk Bunagkosmi Jlic, fepeso
PiweHb, Metogq oriopHux BekTopiB T1a Oibsnioteky AutoML, sika [03BO/MIa MPOBECTU [IOPIBHIHHS TOYHOCTI PE3y/IbTaTiB 3
BUKOPUCTAHHSIM BE/IMKOTO HabOPy METOQIB LUTYYHOro IHTENEKTY. Havikpalyi pe3ysibTatv BAAOCs OTPUMATH 33 LOITOMOIOR0
aHcamb1eBoro METOLY MalLMHHOINO HaB4yaHHs Rendom Forest. [poBegeHo aHasi3 pobotv Kiacu@ikatopa rpy pisHuX rnapaMeTpax 1a
BUKOHAHO OLLYK HavikpaLymx rineprnapamMetpis. [ipy yboMy BAAIOCh JOCSITU TOYHOCTI KIACUQIKALIT CTaHy AOPOXHLOIO MOKPUTTS
pisHivi 91.9 %. [715 MOXJIMBOCTI MPUCKOPEHHS OTPUMAHHS DIlIeHHS 6YJ10 3aCTOCOBAHO 18PasiEsibHIi OGYUC/IEHHS TPU TPEHYBAHHI
Mozgeni. B pe3yribTati OTpuMaHo MOKa3HMK MPUCKOPEHHS y 5 pasis 3 BukopmctaHHsam CPU T1a y 51 pa3s 3 BukopucraHHAaM GPU.

Kimto4osi crioBa. knacnikalis cTaHy JOPOXHbOIO MOKPUTTS, BUAAKOBMI J1iC, METOA OMOPHUX BEKTOPIB, AEPEBO PILLEHD,
rexHosoris CUDA.

Introduction
When a car passes a surface of different types and conditions, changes in the speed, trajectory, and
smoothness of the vehicle's movement occur. Thanks to the use of motion sensors, and sensors of the internal
combustion engine, it is possible to classify the type of road surface, driving style, and road traffic [1]. Target variable
classification [2] based on data gathered during the vehicle movement allows to combine all of this into effective
approach for fast classification to determine the condition of the road surface at a certain moment of the time of
operation of the sensors and additionally geolocation of the vehicle at the same moment.
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There are two popular approaches to classifying the condition of a road surface:

. Use of tabular data obtained while driving the car;

. Use of overlay images.

Road surface condition classification using images will guarantee more accurate predictions [3] but requires
a large amount of image data. Collecting and forming a suitable dataset is much easier in case of classification based
on the use of tabular data rather than image-based classification. The approach of data collection using the smartphone
gyroscope is popular [4—6]. However, the advantage of the developed information system will be the use of tabular
data obtained from the accelerometer and the electronic control unit of the car's internal combustion engine in
combination with classifiers, the best of which will be selected using the AutoML library for the high-level Python
programming language and optimized using parallel computing algorithms [7]. The use of several existing machine
learning algorithms to solve the given task will provide an opportunity to conduct a comparative analysis with the
ability to determine the most optimal approach.

Therefore, the purpose of this paper is to create an information system for classifying the condition of the
road surface using input data obtained from sensors installed in the car based on machine learning algorithms,
improving the results of the system by using parallel computing and conducting a comparative analysis of the results
of the system when applying hyperparameter settings classifiers.

The object of the study is the information system of classification or prediction of the condition of the road
surface based on tabular data using machine learning algorithms.

The subject of the research will be the use of machine learning methods such as Random Forest, Decision
Tree, Support Vector Method, and the AutoML library, which will allow comparison of the accuracy of results using
a large set of artificial intelligence methods.

A large number of publications and studies in the field of road pavement condition classification confirm the
relevance of the chosen topic [8, 9]. Since pavement maintenance is an important task for maintaining the stable
operation of urban infrastructure, automating the identification of areas that require immediate maintenance or are in
unsatisfactory condition will facilitate the appropriate analysis.

Related works

During the analysis of related works, modern approaches to solving the problem of road surface condition
classification and the optimal application of machine learning methods to solve this problem were considered.

The solution to the problem of road surface condition classification using classifiers are described in [10]. In
this work, a study was carried out, the purpose of which was to determine the features from the data set that most
affect the accuracy of the obtained results and to carry out classification using the analysis of vehicle vibrations. When
analyzing the input data, there is a high probability of anomalies due to the sensitivity of the data collection sensors.
Carrying out a sensitivity analysis of the received readings will make it possible to increase the weight of some features
compared to others based on their value when obtaining classification results. Using the analysis of the time series of
car oscillations, the authors determined the average deviation of the signs. They conducted an analysis based on
frequency oscillations from the corresponding sensors. The impact of various features used in classification on the
accuracy of the selected classifiers RF, DT, and MLP was also investigated. During the analysis, two sets of data were
used: data obtained from sensors and simulated data. The best accuracy of 87% was obtained precisely for the
simulation data set, which may indicate a linear relationship between features and affect accuracy.

A similar problem was considered by the paper's authors [4]. The study of road surface anomalies is focused
on the data obtained from the smartphone's accelerometer, gyroscope, and GPS data. The authors of this scientific
work suggest using a smartphone when analyzing the road surface to determine its condition. Indicators of changes in
acceleration and vibration of the smartphone were analyzed, which made it possible to classify each part of the road
surface with the corresponding geolocation. The results were obtained using machine learning algorithms and a
multilayer neural network. At the same time, the authors tried to combine the results of the smartphone's accelerometer
and gyroscope with the obtained road surface images. Since assigning labels to each image in order to further use
them in a complex classification requires a large amount of human labor, the authors investigated the possibility of
automatic classification and assignment of labels to images for further work with convolutional neural networks. The
disadvantage of this work is that with a data set of 1010 rows, it takes 70 seconds to train the model with an accuracy
of 88% when using the SVM and RF algorithms.

In paper [11], the authors tried to analyze the state of the road surface and search for its anomalies using a
geoinformation system. Only Ox, Oy, and Oz acceleration indicators were used for the analysis. The classification of
the condition of the road surface was carried out by an impulse neural network. As an aproach was chosen the ensemble
learning of the classification model for the simultaneous determination of the condition of both roads with and without
asphalt. The result of the work of the geoinformation system proposed in this article was 99.9% in determining the
type of road path and 99.8% during the classification of the state of this path. Since the training dataset used a dataset
of 2835 rows to train the model for pavement type detection and a dataset of 4300 rows to train the pavement condition
classification model, the model could have been overtrained. If we compare the results with the work [10], then the
accuracy of predictions should differ by a factor of two between actual and simulated data.
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The optimization of execution time by using algorithms of parallel calculations was considered by the authors
of the work [12]. The authors proposed to speed up the training of the RF model by performing parallel training on
four threads simultaneously. As a result, it was experimentally proven that execution on four threads and with a given
parameter of the number of trees equal to 100 training took 77 seconds, which is twice as fast as training using only
two threads. However, work [2] shows that using GPU for parallelization is 83.4 times faster than parallelization using
8 CPU threads.

Improving the running time of model training with GPU was considered in [13]. Even modern equipment
can only sometimes cope with the tasks when working with large data sets. The paper proposes an approach that
includes the application of a reduction algorithm based on the stochastic distribution of neighbors in the data set in
combination with a new approach to calculating the KNN graph using GPU. This approach showed a speedup of
460%.

The advantage of our proposed approach over the methods mentioned above will be taking into account not
only the speed indicators at the time of the car's movement but also the performance indicators of the internal
combustion engine, which are directly related to the ability to move. Also, using parallel computing algorithms will
provide an opportunity to obtain classification results faster without losing the accuracy of these predictions.

Methodology
For achieving aim of this paper next items should be covered:
. preparation for data set classification;
. classification using parallel computing algorithms;
. visualize and compare the obtained results.

Classification of the road surface condition will be done using the data set [14], which consists of 17 features
and 24,957 records. The following 17 features are divided into categories depending on the type of sensor from which
the data was received:

Data obtained from the accelerometer:

. AltitudeVariation — change in height during movement

. VerticalAcceleration — vertical acceleration of the car

. Longitudinal Acceleration — horizontal acceleration of the car

Data obtained from the car's motion sensors:

. VehicleSpeedAverage — the average speed of the car

. VehicleSpeedVariance — the difference between the speed of the car and speed limit
. VehicleSpeedVariation — average change in vehicle speed

. VehicleSpeedInstantaneous — the speed of the car at a given moment of time
Data obtained from the car's electronic control unit:

. EngineLoad

. EngineCoolantTemperature — engine cooling system temperature

. ManifoldAbsolutePressure — absolute pressure in the exhaust manifold

. EngineRPM - engine revolutions per minute

. MassAirFlow — air flow mass

. IntakeAirTemperature — air temperature at the inlet to the fuel combustion valves
. FuelConsumptionAverage — average fuel consumption by car

Target features:

. roadSurface — condition of the road surface
. traffic — car traffic at a given moment of time
. drivingStyle — the style of driving a car at a given moment in time

As a result of the classification by several target variables, it is possible to achieve a higher accuracy of the
classification since the performance indicators of the engine will be used for the analysis, which, depending on traffic
jams or aggressive driving style, will increase the load. If these factors are taken into account during classification,
accuracy of machine learning algorithms results will be increased [15].

When preparing the data set, possible anomalies that can affect the results' quality must be considered. Such
anomalies can be both missing values and values that strongly deviate from the average. To eliminate this problem,
we need to normalize the data set. The z-score and min-max methods will be used [16]. RF, SVM, and DT classifiers
from the sklearn library for the high-level Python programming language will be the main tools for classification. The
accuracy and performance of the trained models will be evaluated using F1-Score, Precision-Recall, MSE, and ROC-
AUC metrics. To analyze the obtained results, the matplotlib library will be used to visualize the results and present
them as graphs of functions. To optimize the training time of the classification models, training using multiple CPU
and GPU threads will be applied to the algorithm that showed the highest accuracy — RF.

Ensemble machine learning methods will be applied to solve the problem of pavement condition
classification, such as the RF regression method, which is based on the regression construction of numerous decision
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trees during model training, and the SVM method, which performs classification by building models called support
vector networks [17].

When training an RF model, the training sample will be divided into random subsamples with replication. In
this case, some records may enter the sample several times, and others not. The next step will be to randomly select
several features, after which the construction of decision trees will begin, which will classify this subsample and only
on the part of the randomly selected features. The most valuable features are selected using the Gini criterion.

In the case of training the RF model on multiple streams simultaneously, the bootstrap aggregation will be
applied. Since the sample will be divided during training, the summation of the nearest neighboring classifiers will
allow for obtaining a model at the end, which will be a collection of classifiers performed on separate streams[18].

Trees are built until the entire subsample is passed. Thus, not only the accuracy of the classification will
depend on the number of built trees, but also the time required for training the model will increase. The optimal
number of trees is selected in such a way as to minimize the error of the classifier during the analysis.

An important step in training the RF model is to evaluate the importance of each feature of the training
sample. In order to assess the importance of each sample parameter, a model is trained on this set with error estimation
and parameter shuffling at the end of each iteration. The importance of the parameter is estimated by calculating the
errors before and after the shuffle. Error-values are normalized, taking into account the standard deviation.

To evaluate the performance of classifiers, such metrics as:

° F1 score,

. ROC AUC,

. Precision Recall,
. Accuracy.

Here, accuracy is a percentage value that indicates the number of correctly classified target features. It is
calculated according to the following formula:

TP+TN
TP+TN+FP+FN |

Accuracy =

where TP — positive samples that are correctly classified,

FN — negative samples that are incorrectly classified,

FP — positive samples that are incorrectly classified,

TN — negative samples that are correctly classified.

To measure the rate of acceleration and efficiency during the parallel execution of the classification model's
training process, the classifier's computational complexity needs to be determined. For RF, it is calculated by the
formula: O(n * log(n) * d * k,

Where n — the number of records in the data set;

k — the number of trees during training;

d — the size of the training data set.

In order to calculate the value of the theoretical acceleration indicator, it is necessary to find the ratio of
computational complexity when performing training consecutively and in parallel according to the formula:

Ty(n)
T,(n)

Sp(n) =

where p — number of threads;
Ti(n) — time complexity of sequential execution of the algorithm;

Tp(n) — time complexity of parallel execution of the algorithm for p threads.
Sp(m) _ O(n+log(n)*d+k

14 p*O(g*log(g)*d*k).
The performance indicator cannot be calculated for training performed on the GPU because the GPU has a
complex structure of cores called pipelines.

The efficiency indicator is calculated according to the formula: E,(n) =

Experiments

The training of classification models was carried out on a machine with an Intel core 17-6700 CPU with 4
cores and 8 threads. NVIDIA GT970M video card with 2 gigabytes of video memory was used to train the model
using the GPU.

The pavement condition classification study was conducted on the previously described data set split 80 : 20
into training and test data sets.

The definition of the classifier with the highest accuracy was carried out using the AutoML software library.
As an input, it receives a training data set, after which it analyzes features, their interdependence, and the type of the
target variable. The result of the work of the AutoML library is a rating table of the accuracy of the obtained classifiers,
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which were determined to be the most suitable for classification. Each classifier trained the model with standard
parameters. Fig. 1 shows the rating table of classifiers.

rank ensemble_weight type cost  duration
model_id

2 1 052  random_forest 0.066227 44534385
3 2 0.08 exfra_frees 0122478 34161803
i3 3 0.08 mip 0.143524 51.222872
1 4 0.06 mip 0277987 31606544
10 5 016 multinomial_nb 0408588 2 3964560
T 1] 010 bernoulli_nb 0543404 2 334853

Fig. 1 Rating table of classification quality of trained models

The RF classifier showed the best accuracy, with an accuracy of 85%, training the model in 44.5 seconds.
Training and searching for the best model among the available ones took 6 minutes. The following metric results were
obtained (see Fig. 2):

precision recall fl-score support

FullOfHeolesCondition 8.98 .96 8.97 636
SmoothCondition @.99 .98 08.99 3012
UnevenCondition .99 2.94 8.97 1344
HighCongestionCondition 1.8@ a.89 2.94 647
LowCongestionCondition @8.99 a.99 2.99 3781
lormalCongestionCondition @8.98 8.91 2.95 644
AggressiveStyle @8.87 9.48 B.61 555
EvenPaceStyle .95 9.98 .97 4437

micro avg .98 2.95 .96 14976

macro avg @.97 9.89 Q.92 14976

weighted avg @8.97 8.95 2.96 14976

samples avg 28.98 9.95 .96 14976

Fig. 2 Performance metrics of the best RF classifier model

Since the model was trained using the default value of the number of trees, depth, and the minimum number
of tree leaves, a high accuracy value could not be achieved. To improve the results, it is necessary to select
hyperparameters that could increase the accuracy of the classifier. The RandomizedSearchCV function from the
sklearn library will be used for this.

[Parallel{n_jobs=-1)]: Done 158 out of 150 | elapsed: 5&.2min finished
{"n_estimators': 307, 'min_samples_split': 28, 'min_samples_leaf': 4,
'max_features': 'sqrt', ‘max_depth': 98, 'criterion': 'gini', 'bootstrap’': True}

Time to get best hyperparameters = 3394.156 seconds

Fig. 3 The result of the hyperparameter selection function

As we can see from Fig 3, the applied function selected the most suitable among many possible parameters,
so let us build a new tree using these hyperparameters.

precision recall fl-score support

FullOfHolesCondition 8.99 8.97 2.98 632
SmoothCondition 8.99 8.99 28.99 3862
UnevenCondition 8.99 8.98 2.98 1298
HighCongestionCendition g8.99 8.96 8.97 o=t
LowCongestionConditien 2.99 1.0 g.00 3781
NormalCongestionCendition 1.08 8.94 8.97 623
AggressiveStyle 8.92 8.58 8.71 589
EvenPaceStyle a.9% .29 8.97 4483

micro avg 8.98 a.97 8.97 14876

macro avg 8.98 8.93 .95 14876

weighted avg 28.98 8.97 8.97 14976

samples avg 8.98 a.97 8.97 14876

Model training time is 252.8594833718189
Model Classification Accuracy = ©.91866098717948718

Fig. 4 Results of RF classifier training using the obtained parameters
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The training result is a model with a classification accuracy of 91.8%, which is a satisfactory accuracy when
using the classifier. However, the time required to train the RF model is 252 seconds (see Fig. 4).

When using this classifier to train a model using even more data, the time will increase, so to optimize this
approach. It is necessary to apply parallelization and compare the obtained results. In order to solve this problem and
reduce the training time of the classification model, an approach using parallel training using the different number of
threads and computing technology using GPU - CUDA will be applied.

When training the RF model for parallel computation, the training data set is divided into number particles,
and a classification tree is built for each. The simultaneous training of several trees and combining their results makes
obtaining a trained model faster [18].

FullOfHolesCondition 0.93 0.93 0.53 627
SmocthCondition 1.00 0.99 0.59 3025
UnevenCondition 1.00 0.98 0.99 1340

HighCongestionCondition 1.00 0.95 0.97 637
LowCongestionCondition 0.99 1.00 0.99 3716
MormalCongestionCondition 1.00 0.94 0.97 639
AggressiveStyle n.89 0.53 0.71 540
EvenPaceStyle 0.985 0.99 0.97 4452

micro awvg 0.93 0.97 0.97 145876

macro awvg 0.93 0.92 0.95 145876

weighted awvg 0.93 0.97 0.97 145876

samples avg 0.93 0.97 0.97 145876

Model training time iz 121.47707033157349
Model Classification Accuracy = 0.9192708333333334
Fig. 5 RF model training on 2 threads

After training the model using two streams (see Fig. 5), it was possible to reduce the time of the training
process by 2.1 times compared to sequential training.

precision recall fl-score support

FullOfHolesCondition 0.93 0.98 0.83 627
SmoothCondition 1.00 0.99 0.99 3025
UnevenConditicn 1.00 0.94 0.5 1340
HighCongestionCondition 1.00 0.85 0.87 637
LowCongestionCondition 0.549 1.00 0.959 37le
HormalCongestionCondition 1.00 0.594 0.87 639
Lggressivestyle 0.8a 0.58 0.71 540
EvenPaceStyle 0.85 0.9% 0.97 4452

micro avg 0.93 0.87 0.87 14976

macro avg 0.93 0.92 0.85 14576

weighted avg 0.93 0.87 0.87 145976

samples avg 0.93 0.87 0.87 14976

Model training time is  77.025221624c4d6
Model Classification Accuracy = 0.91392708333333334
Fig. 6 RF model training on 4 threads

When training the classification model using 4 streams (see Fig. 6), it took 3.2 times less time compared to
sequential execution.

precision recall fl-score support
FullOfHolesCondition 0.98 0.98 0.5938 627
SmoothCondition 1.00 0.99 0.59 3025
UnevenCondition 1.00 0.938 0.99 1340
HighCongestionCondition 1.00 0.85 0.87 637
LowCongestionCondition 0.48g9 1.00 0.59 37le
HormalCongestionCondition 1.00 0.94 0.97 639
AggressiveStyle 0.3g9 0.58 0.71 540
EvenPaceStyle 0.85 0.99 0.87 4452
micro avg 0.98 0.97 0.87 14976
nacro avg 0.98 0.92 0.85 14976
weighted avg 0.98 0.97 0.87 14976
samples avg 0.98 0.97 0.87 14976
Model training time is 55.0840594858258
Model Classification Accuracy = 0.9192708333333334
Fig. 7 RF model training on 8 threads
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When using the maximum possible number of streams (8 threads, see Fig. 7) of the machine on which the
classifier's training was performed, it was possible to reduce the time by 5 times. Notably, the accuracy of such a
model was the same regardless of the number of threads.

Cuml software library was used to train the classifier model using GPU and CUDA technology. Although
training a classification model using a GPU requires preprocessing parts of the training data set and loading them
directly onto the GPU, as seen in Fig. 8, the training process is much faster.

FullOfHolesCondition 0.489 0.98 0.938 627
1.00 0.99 0.99 3025

1.00 0.98 0.99 1340

1.00 0.95 0.97 637

s 0.99 1.00 0.99 3716
MormalCongestion 0.48g% 0.53 0.96 639
Aggres 0.90 0.58 0.70 540
EvenPaceStyle 0.85 0.99 0.97 4452

micro avg 0.98 0.97 0.37 145876

0.58 0.9z 0.895 14976

0.98 0.97 0.97 14976

0.98 0.97 0.97 145976

Hodel training time is 5.8234123
Model Classification Accuracy 0.9184695512820513

Fig. 8 Training the RF model using the GPU

The time required for training was reduced by 51 times, indicating CUDA technology's effectiveness in
parallel training of the classifier model.

We will consider the results of the training, namely the execution time and accuracy of the trained
classification model, using the parallel implementation of the program on CPU and GPU, and conduct a comparative
analysis.

Table 1
Program execution time with sequential and parallel training, s
S tial " Parallel execution, number of threads
equential execution 2 4 8 GPU
252.85 121.47 77.02 55.06 5.82

As we can see from Table 1, although the training time of the model with the maximum possible number of
parallel threads for the architecture we use is 5 times less than the training time with sequential processing, it is pretty
slow compared to training on the GPU. This indicates the incredible computing power of the video card and the
advantages of performing parallel calculations on it relative to calculations on the processor.

Table 2
Accuracy of the trained model, %
Parallel execution, number of threads
2 4 8
91.92 91.92 91.92

Sequential execution
GPU

91.84

91.86

From the results presented in Table 2, the accuracy experienced slight deviations depending on the number
of threads or the computational unit on which the training was performed. However, the quality of the performance
was not affected.

Now let us calculate experimental indicators of acceleration and efficiency of parallel algorithms at different
numbers of threads if parallel calculations are carried out on the processor, as well as indicators of acceleration of
parallel algorithms for GPU.

First, let us perform a theoretical speedup evaluation for different numbers of parallel threads that we will
use to train our tree. It should be emphasized that it is analytically impossible to calculate a theoretical estimate of the
acceleration of model training on GPU since the number of graphics cores used during training is still being

determined.
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Table 3
The acceleration indicators of the parallel algorithm are obtained based on numerical experiments

Number of threads
2 4 8 GPU

2.1 32 5 51

Table 3 shows the acceleration indicators obtained with the help of parallel execution of the algorithm for the
different number of threads when working on the CPU and with the help of execution on the GPU.

The following conclusion can be drawn by comparing the theoretical estimation of acceleration and the
results obtained in Table 3. The training was conducted on a laptop with a 4-core processor that supports Hyper-
Threading technology, which provides an opportunity to obtain additional 4 computing threads (virtual threads).
Although we can use 8 parallel threads for training, the load on the processor increases significantly, which leads to a
loss of efficiency in the calculation of operations. Therefore, when increasing the number of parallel threads we use
to train the model, we can see that the actual speedup estimate is significantly different from the theoretical one. If we
talk about the parallel execution of training on the processor, then when the number of threads increases, the
acceleration value increases. However, as we can see, compared to the execution of parallel calculations on the video
card, the acceleration obtained by execution on the processor is much smaller, which once again indicates the
incredible power of the execution of calculations with the help of the video card.

Since a theoretical acceleration estimate was made, which is the maximum we can achieve, we assume that
the theoretical efficiency estimate is also the maximum possible and being equal to 1.

Table 4
Actual performance indicators of the parallel algorithm with different number of threads of the processor

Number of threads
2 4 8
1 0.8 0.625

Analyzing Table 4, we can see that the efficiency decreases as the number of parallel threads we use to train
the model increases. This can be explained by the fact that when the number of parallel threads we use for calculation
increases, the load on the processor increases, which in turn, causes the calculation to be less efficient. Therefore, it
will be advisable to use the GPU as a more efficient unit when performing calculations.

Conclusions

Modern information systems are increasingly used in various areas of our life. One of these is the quality
control of the condition of the road surface in order to carry out repair work on time if necessary. The machine learning
method can facilitate the control process, which was demonstrated in this work.

Data analysis methods for classifying road surface conditions were considered in detail. The research used a
data set that contains approximately 25,000 records with 17 parameters about the car's movement, engine operation,
road traffic conditions, driver behavior, and road surface conditions.

During the research, several models were successfully trained for the classification of the road surface
condition, and a comparative analysis of their work was carried out using the AutoML software library.

The results, which were the best obtained using the RF ensemble method of machine learning, were discussed
in more detail. After analyzing the performance of the classifier with different parameters and searching for the best
hyperparameters, it was possible to achieve an accuracy of 91.9% classification of the road surface condition.

To improve the performance of the model, parallel computing was applied when training the model, which
made it possible to speed up the training by 5 times using the CPU and 51 times using the GPU.

In this way, information technology was developed to train a classification model based on an input data set
in the shortest possible time. This model can further be used to analyze and classify the data set for automated
determination of the condition of the road surface.
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ANALYSIS OF QUANTUM SECURE DIRECT COMMUNICATION PROTOCOLS

The development of modern computer technologies endangers the confidentiality of information, which is usually ensured
by traditional cryptographic means. This circumstance forces us to look for new methods of protection. In view of modern trends,
quantum cryptography methods can become such alternatives, which allow solving a number of important cryptographic problems,
for which the impossibility of solving using only classical (that is, non-quantum) communication has been proven. Quantum
cryptography is a branch of quantum informatics that studies methods of protecting information by using quantum carriers. The
possibility of such protection is ensured by the fundamental laws of quantum mechanics. One of the promising directions of quantum
cryptography is Quantum Secure Direct Communication (QSDC) that offers secure communication without any shared key. A
characteristic feature of this method is the absence of cryptographic transformations, accordingly, there is no key distribution problem.
The purpose of this work is a general overview of quantum cryptography protocols, finding their weak points for further development
and improvement, as well as identifying vulnerabilities to different attacks.

The article analyzes new methods and protocols, as well as presents their advantages and disadvantages. Based on partial
generalizations of theoretical provisions and practical achievements in the field of quantum cryptography, a generalized classification
was developed. By comparing various factors of the protocols, and their resistance to certain cyberattacks, we have the opportunity
to identify several problems in this field and expand the possibilities for choosing appropriate methods for building modern quantum
information protection systems. In accordance with this, conclusions were presented regarding the use of protocols and increasing
the level of their effectiveness.

Keywords: quantum cryptography, classification, quantum direct secure communication, quantum key distribution.
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HauionansHuii aBiauiitnuii yaisepcuret, Kuis, Ykpaina

AHAJII3 TPOTOKOJIIB KBAHTOBOI'O TPAMOI'O BE3IIEYHOI'O 3B’A3KY

PO3BUTOK CyqacHux 0BYUCIIIOBA/IbHUX TEXHO/IOMM CTaBUTL 11 3arP03y KOH@IAEHUINHICTS IH@OPMAL, LLO MabKe 3aBxan
3a6e31eYyeTbC TPAANLIVIHUMU KDUITTOrpagidHumMy 3acobamu. Lia 06CTaBuHa 3MyLLYE LyKaTU HOBI METOAM 3axUCTy. 3 or/isay Ha
CY4acHi TEHAEHLJ[, TakuMu a/IbTEPHATUBAMU MOXYTb CTaTU METOAN KBaHTOBOI KPUMTOrpaii, Lo AO3BOJSIOTL BUDILLNTH HEMAE/IO
CK/IBLAHNX 33BAaHb, SKI HEMOXX/IMBO BUKOHATU 3@ HEKBAHTOBOIO OOMIHY H@OPMALIED. KBaHTOBa KPUITTOrpagisi - po3aia KBaHToBOI
IH@OpMaTVKY, O BUBYAE METOAM 3aXUCTY IHGOPMALi 3@ AOMOMOrorw KBaHTOBUX HOCIB. MOX/MBICTb Takoro 3axucTy 3a6€e3neqyeTpcs
QDyHAAMEHTATIbHUMU 3aKOHaMU KBaHTOBOI MexaHiku. OfHUM 3 MEDCIIEKTUBHUX HAIPSMKIB KBAHTOBOI KpUITOrpagii € KBaHTOBMM
3axuyermi npammii 38’930k (Quantum Secure Direct Communication, QSDC), skmii 3a6e3nedqye 6e3rneqyHmi 38'930k 6€3 CrliyibHOro
KIH04a. XapaKTEPHO OCOO/MBICTIO LbOrO METOLY € BIACYTHICTL KPUITTOrPagidHux nEPETBOPEHD, BIAMOBIAHO, BIACYTHS pobriema
PO3r104iTy KtoHiB. MeTor AaHoi poboTv € 3arasibHmi Or/isg NPOTOKO/B KBAHTOBOI KpunTorpadi, rowyk ix crabkux Micus 4715
11048/IbLLIOr0 PO3BUTKY Ta BAOCKOHA/IEHHS], @ TAKOX BUSB/IEHHS BPA3/TMBOCTEN /0 PI3HUX aTaK.

Y crarri rnpoBefeHo aHasliz HoBUX METOLIB Ta MPOTOKO/IIB, @ TaKOX PEACTAB/IEHO iX 1EpeBary 1a He4osmikn. Ha ocHoBl
YacTKOBUX y3arasibHEHb TEOPETUYHUX ITOJIOXKEHL Ta MPAKTUYHUX JOCATHEHb ¥ rasy3i KBaHTOBOI Kpuntorpagii 6ysio po3pobrieHo
y3arasibHeHy Knacugikauio. MopiBHIOYM Pi3HI aKTOpy MPOTOKO/IIB Ta iX CTIMIKICTb 4O MEBHNX KIBEPATAK, MU MAEMO MOXX/IMBICTb
BUSIBUTY psf POGAIEM Y UiY rasy3i Ta po3LMpuT MOX/MBOCTI BUOOPY BIAMOBIAHMX METOLIB A/ MO06YAOBU CyHACHUX CUCTEM
KBaHTOBOIO 3axvICTy iHQopMaLjii. Y BIArIoBIAHOCTI 4O LbOro, MpeacTaBieH0 BUCHOBKY LOAO BUKOPUCTAHHS MPOTOKO/IIB Ta IMiABULLYEHHS
PIBHS1 iX eeKTUBHOCTI.

Kito4oBi crioBa. KBaHTOBa KPpUITOrpagis, Kiacugikalis, KBaHTOBMU npsMmi GE3reyYHmi 3B'S30K, KBaHTOBMH pPO3rogin
KJTHOYIB.

Introduction

Quantum cryptography is a branch of quantum informatics that studies methods of protecting information by
using quantum carriers. The possibility of such protection is ensured by the fundamental laws of quantum mechanics.
One of the promising directions of quantum cryptography is Quantum Secure Direct Communication (QSDC) that
offers secure communication without any shared key. A characteristic feature of this method is the absence of
cryptographic transformations, accordingly, there is no key distribution problem.

Types of QSDC protocols [1]: 1) Ping-Pong (PP) protocol (various variants) also known as deterministic
protocol, 2) protocols with block transmission of entangled qubits, 3) protocols with single qubits, and 4) protocols
with groups of entangled qubits. Most of the QSDC protocols proposed so far require the transfer of qubits in blocks.
This makes it possible to detect the eavesdropping of the quantum channel before the transmission of the message
itself and in this way guarantee the security of the transmission — if the eavesdropping is detected before the
transmission of the message, then the legitimate parties interrupt the session and no information is leaked to the
attacker. However, to store such blocks of qubits, a large quantum memory is required. Quantum memory technology
is actively being developed, but it is still far from mass application in standard telecommunications equipment.
Therefore, from the point of view of technical implementation, protocols in which transmission is carried out by single
qubits or small groups of them (per one cycle of the protocol) are preferred. Few such protocols have been proposed,
and they have only asymptotic security, that is, the attack will be detected with a high probability, but before that, the
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attacker will be able to receive some part of the message. Accordingly, there is a problem in strengthening the security
of such protocols, that is, creating such methods of preprocessing the transmitted information that will make the
information intercepted by the attacker useless for him.

The purpose of this work is a general overview of quantum cryptography protocols, finding their weak
points for further development and improvement, as well as identifying vulnerabilities to different attacks.

Main part

In QSDC protocols, Alice encodes a secret message consisting of several qubits using a pre-selected encoding
rule and sends them to Bob [2]. After some security checks, the recipient can accept the secret message. If the protocol
is designed incorrectly, it can give Eve a chance to impersonate a legitimate party. To avoid this, legitimate parties
must verify the legitimacy of other parties, which is required by quantum authentication protocols.

In 2006 was introduced first QSDC protocol with authentication, and many researchers have worked in this
field since then. Several quantum cryptography protocols have been proven to be invulnerable to various common
attacks such as intercept and replay attacks, impersonation attacks, denial of service attacks, man-in-the-middle
attacks, Trojan horse attacks, etc. These are active attacks, meaning an interceptor can access the qubits being
transmitted in the quantum channel between legitimate parties and actively participate in the protocol. Some passive
attacks can also cause information leakage problems in communication protocols.

In 2020, the QSDC protocol, which works on the principle of combining a single photon and a pair EPR was
introduced and mutual authentication was achieved. For simplicity, it is called the YZCSS protocol (Yan, Zhang,
Chang, Sun, Sheng protocol) [3]. In this protocol, Alice, the sender of the message, prepares pairs of qubits
corresponding to the secret message and its authentication identifier. She sends all the qubits to Bob, the recipient of
the message, and Bob uses its authentication keys to recover the secret data. However, the YZCSS protocol is not
immune to interception and retransmission attacks and impersonation attacks. If an eavesdropper uses any of these
attacks, he can obtain the entire secret message, which means that not only part of the message has been leaked, but
the entire message has been leaked. Furthermore, with impersonation attacks, legitimate parties cannot detect the
presence of eavesdroppers. Therefore, it is necessary to modify the YZCSS protocol to improve its security.

YZCSS (Yan, Zhang, Chang, Sun, Sheng) protocol
In the YZCSS protocol [3], which has two sides Alice and Bob with their identificators IDs and IDg
accordingly, where IDa, IDg € {0, 1}N. Alice sends a message M € {0, 1}~ . Then Bob applies individual photons
and Bell states, which are defined by the formulas:

1
|¢i>=$(lol>i|10>)~

The stages of the protocol are as follows:

First stage. Alice and Bob have common identifiers IDa and IDsg, use some QKD to exchange data. Alice
begins the process of preparing two packets of data in two-qubit states Sy and Sa, according to M message and her
own identification IDa, each ordered set contains pairs of N qubits. For 1 <i <N let the i-th bit M (either ID4 or IDg)
will be M; (either IDa; or IDg;) and the i-th qubit Sy (a6o Sa) will be Smi (or Sa ). She prepares qubits using the
following rule: (a) if M; (or IDa ;) = 0, so that Sy; (or Sa ;) =|01] or [10| with equal probability, (b) if M; (or IDaj;) =1,
so that Sy (or Sa )= |®*] or |®7] with equal probability.

Pairs of qubits of an ordered set Sa are called decoy states. Alice now inserts these state decoys into an
ordered set Sm according to such a directive: (a) if IDg;= 0, then she inserts Sa; before Sm,and (b) if IDg;= 1, then
she inserts Sa jafter Sm,i.

Let the newly ordered set be S containing 2N pairs of qubits. Alice addresses S to Bob using a quantum
communication channel. Consider an example:

Sample 1. Let’s suppose that, M=10110, IDA=01101 and IDg=01001. Then

Sw={]¢).l01).[g )[4 ).lon)}. Sa= {[10).]¢ )[4 ). o1).|¢ )} and
s={110).]¢").100).[4 )] ).|6).[01).[g ).lo).[4)} -

Second stage. After Bob receives S, he knows the basis of the two photons corresponding to his ID. IDg.
Bob measures these decoy photons in the correct bases. If IDa ;= 0, he chooses the basis Z x Z, where Z = {|0i, |1i},
so that Z x Z = {|00i, |01i, |10i, |11i}, and if IDa; = 1, then he chooses the Bell basis = {|®], |®7], |¥, [¥7|} for
measuring Sa ;. Bob also randomly measures pairs of qubits Sy in the basis Z x Z or in the Bell basis. After that, he
notes the results of the measurements.
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Third stage. Bob asks Alice to declare the starting states of the Sa qubit pairs for a security check. They
compare the initial states and the decoy photon measurements and calculate the number of errors. If the number of
errors is greater than the seventh predefined threshold, they stop the protocol, otherwise, they continue.

Fourth stage. Bob obtains all the bits of the secret message by calculating pairs of qubits Sm. The relationship
between the measurement results and the bits of the secret message is shown in Table 1. Alice and Bob open seven
parts of the received data to verify the integrity of the message.

The IZCSS protocol is robust against impersonation, interception, and retransmission attacks, man-in-the-
middle attacks, etc. However, an eavesdropper can develop a strategy that allows him to perform an intercept and
resend attack effectively.

Table 1.
Different cases of decoding the YZCSS protocol
Bits of Alice's secret Encoded qubits S,,; Bases selected by Bob's measurement results Decoded secret bits
message M; Bob
bases Z xZ |01> 0
01
| > Bell bases |W+>07|W_> 0
0 bases Z x Z |10> 0
10
| > Bell bases |W+>0r|‘//_> 0
. bases Zx Z |OO>07"|11> 1
| ¢ > Bell bases |¢+> 1
1
B bases Z xZ |00>01/'|11> 1
| ¢ > Bell bases |¢_> 1

Protocols using GHZ-like states
Recently, two very interesting DSQC protocols [4] based on particle reordering have been proposed. Yuan's
protocol uses a four-qubit symmetric W state for communication, while Tsai's protocol uses dense coding of four-
qubit cluster states. Current work is aimed at increasing the qubit efficiency of existing DSQC protocols and exploring
the possibility of developing DSQC and QSDC protocols using GHZ-like and other quantum states.
GHZ-like states can be described generally as

(v )10)+|y )ID)
\/; s
where i, j€{0, 1, 2, 3}, i#J, also |yi| and |yj| — Bell states, which are usually denoted as
00y +[11) _|o1) +]10)

lv,)=lw,)=|v") N v =lv, ) =|v") RV

B :|01>+|10>

D=lv)=[v) 5

GHZ-like states are useful for controlled quantum teleportation. It is also possible to form an orthonormal
basis set in 2% 3-dimensional Hilbert spaces of 8 states that can be used for dense coding and DSQC. Thus, states are
created as a useful resource for quantum information processing.

:|00>+|11>

lv.)=lv, ) =|v ) VA |l

DSQC using GHZ-like states without using dense coding
Assume that Alice and Bob are two remote or spatially separated legitimate/authenticated communicators.
Alice wants to give Bob a secret classic message. The proposed protocol [5] can be implemented using the following
steps:
1. It can be assumed that Alice prepared n-copies of the GHZ-like state

R AAR)

NS

Alice now prepares a sequence P of n-ordered triplets of entangled particles as P = {pi, pa....... , Pn}, wWhere
index 1, 2, ..., n denotes the triplet order of particles pi = {hy, ti, t2}, which is in a state |A|. Symbols h and t are used to
denote the home photon (h) and the companion photon (t), respectively.

:%(|o10)+|1oo>+|001>+|111>).
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2. Alice encodes her secret message in the sequence P by applying one of four two-qubit unitary operations
{Uo=XQLUn=1Q1L Uw=I1Q Z U =1Q iY} into particles (hi, t|) of each triplet. Unitary operations {Uqo,
Uot, Uro, U1} encodes a secret message {00, 01, 10, 11} respectively. Here [5]

1=[o)(0|+[1)(1l,
x =0, =[0)(1]+[1){0],
iv =i, =[0)(1]-[1)ol,

z=o_=[0)(0]-)l.

These operations Uj; (i, JE{0, 1}) will transform a GHZ-like state |A| into another GHZ-like state |A;|, where

200> :U

00

1
2)=—X®1(]010)+]|100) +|001) +]111)) =
2

o))
L)

1
2)=—1®1(]010)+|100) +|001) +|111)) =
2

1
—(]010) +|000) +|101) +|011)
2

A‘OI>:U

01

L lorob o [100) = loory o 11110y 192217
2(|010) [100) +]001) +|111)) = N

1
[4.)=U,|2)=—1®Z(]010)+]|100) +]|001) +|111)) =
2
|_loe )l
\/; .
1
|2,)=U |4)=—1®iv(]010)+]100) +|001) +|111)) =
2
(o) o))
V2
3. Alice stores the home photon (h1) of each triplet and prepares an ordered sequence, Pa = [pi(h1), p2(hi),

..., pn(h1)]. Similarly, it uses all traveling photons to prepare an ordered sequence Pg = [pi(ti, t2), pa(ti, t2), ..., pn (t1,
t)].

%(—|010>+|1oo>+|001>—|111>
%(—|ooo>+|110>+|011>—|101>):

4. Alice disrupts the order of a pair of traveling photons in P and creates a new sequence P's = [p'i(ti, t2),
pa(t, t2), ..., p'n (t1, t2)]. The actual order is known only to Alice.

5. To prevent eavesdropping, Alice prepares m = 2n decoy photons. Decoy photons are randomly prepared
in one of four states {|0], |1|, |+, ||}, where |[+[=|0|+|1 |/\/2 and |-| =[0]| 1/|\/2, that is, the state of decoy photons ®}"=1|Pj|,
[Bile{|0], |1], [+, |-} G =1, 2, ..., m). Alice then randomly inserts these decoy photons into the sequence P's and
creates a new sequence P's+m, which she hands to Bob, P4 stays with Alice.

6. After confirming that Bob has received the entire sequence P's+m, Alice announces the positions of decoy
photons. Bob measures the corresponding particles in sequence P's+m using base X or Z randomly, where X = {|+|,
|-|} and Z = {|0], |1|}. After the measurement, Bob publicly announces his result and the basis used for the
measurement. Alice now has to reject 50% of the times Bob chose the wrong basis. From the remaining results, Alice
can calculate the error rate and check whether it exceeds a predefined threshold or not. If it exceeds the threshold,
Alice and Bob stop this communication and repeat the procedure from the beginning. Otherwise, they proceed to the
next step.

7. Knowing the position of the decoy photons, Bob already had the sequence P's, Alice reveals the actual
order of the sequence, and Bob uses this information to transform the reordered sequence P's to the original sequence
Pg. Therefore, Alice needs to exchange 2n classical bits.

8. Alice measures photons on a computational basis (Z basis) and announces the result. Bob measures the
received qubits in the Bell base. Knowing the results of Alice's measurements and his measurements, Bob can easily
decode the encoded information. For clarity, in Table 1, we have provided the relationship between measurement
results and secret messages.
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Table 2.
Relationship between measurement results and secret message in DSQC using GHZ-like states without full
use of dense coding

Alice’s measurement result Bob’s measurement result Decoded secret
0 . 01
¢
- 10
¢
. 00
v
; 11
v
1 . 00
¢
_ 11
¢
. 01
174
, 10
174

A similar DSQC protocol based on particle rearrangement was recently proposed by Yuan and the others [6].
In their work, they used a four-qubit symmetric state W to securely transmit 2 bits of classical information. They
compared their protocol with the previous DSQC protocol proposed by Cao and Song. Their protocol also uses 4-
qubit W-states for DSQC, but each of these W-states can only be used to transmit one bit of classical information.
With this in mind, Yuan et al claim that their protocol has high throughput because each W state can transport two
bits of information that is secret[7]. The advantage is that the encoding is performed by performing a single operation
on two qubits (photons), but only one of them is stored as the master photon. The same conclusion requires the GHZ
state and any other significantly densely encoded tripartite state.

Summarizing, it is possible to demonstrate weak positions for each of the mentioned protocols, as well as to
show which cyber-attacks they are resistant to.

Table 3.
Presentation of the resistance of protocols to different types of cyber-attacks, where '"+'" means resistance,
and "-" indicates vulnerability to such attacks

The main types of cyber attacks
QSDC Protocols C T NC T i [ bes | v | ¥5 | PBS | PNS [ TH
Ping-Pong, DLL, PPSY + — — _ + i T T _
Entangled qubits in groups + + - — + + + + _
With groups of confused qudites + + — — + + + + _
With single qubits + + — — + + + + _
YZCSS + + — - + + + + —
using GHZ-like states + + - - + + + + _
using GHZ-like states without using dense coding + + — — + + + + —
Conclusions

Thus, this paper analyzes modern protocols of quantum cryptography (identifies their advantages and
disadvantages), and their existing classifications. Based on partial generalizations of theoretical provisions and
practical achievements in the field of quantum cryptography, a generalized classification was developed. By
comparing various factors of the protocols, and their resistance to certain cyberattacks, we have the opportunity to
identify several problems in this field and expand the possibilities for choosing appropriate methods for building
modern quantum information protection systems.
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Olga PAVLOVA, Andriy BASHTA, Mykola KOVTONIUK

Khmelnytskyi National University

AUGMENTED REALITY BASED INFORMATION TECHNOLOGY FOR OBJECTS 3D
MODELS VISUALIZATION

At the current stage of IT industry development, augmented reality is of interest both from the side of science and from
the business side, since it is an advanced and newest tool for introducing a new immersive user experience. Today there are plenty
ready-to-use applications that use AR for business, educational, medical and other purposes. Augmented Reality is currently one of
the most popular upcoming technologies most commonly known for its use within games and advertising. By combining three-
dimensional modelling with augmented reality, it could be possible to obtain new user friendly applications for the representing 3D
models of objects in real time and in real size. The topic of research in the field of augmented reality is currently relevant both for
science and for the business industry.

The paper proposes a multifunctional information system for three-dimensional models visualization in augmented reality,
which is implemented in the form of a cross-platform mobile application. The proposed information system uses a device camera as
a mean of object visualization and provides quick reproduction of the selected from the application 's database model in augmented
reality in real size and in real time.

The developed application works quite well, has a user friendly and intuitive interface and allows user to add own models,
that makes this tool multipurpose.Test 3D models have been created for conducting experiments for verification the proposed
information system operation.

The further efforts of the authors will be directed to improving the existing algorithms for extending the current functionality
of the proposed tool for 3D objects models visualization in augmented reality and application of the developed tool for real-life needs,
such as digitization and visualization of museum exhibits and archaeological artifacts of Khmelnytskyi region.

Keywords: information system, Augmented Reality (AR), 3D mode|, visualization,cross-platform mobile application.

Omnbra [TABJIOBA, Auapiii BAILITA, Mukosia KOBTOHIOK

XMenbHUIBKUI HalliOHAILHUIN YHIBEPCUTET

IHOOPMAIIAHA TEXHOJIOT IS JLISI BISYAJII3ALT 3D-MOJIEJIEN OB’€KTIB Y
JIOMOBHEHI# PEAJILHOCTI

Ha cy4acHoMy eTari po3BUTKY [HPOPMALIVIHNX TEXHOIONH JOMOBHEHE PEAJIbHICTD CTAHOBUTDL IHTEDEC K 3 BOKY HayKV, TakK
i 3 6OKy GI3HECY, afxe € NEPEAOBUM Ta HOBITHIM IHCTDYMEHTOM A/151 BIIPOBAKEHHS HOBOro AOCBIAY KOpUCTyBaya. Hapasi Bxe €
6arato po3pobreHnx 3aCTOCYHKIB i3 BUKOPUCTAHHSIM JONOBHEHOI pEasIbHOCTI /15 KOMEDLIVIHOI, OCBITHBOI, MEANYHOI Ta iHLLMX ciep
3acrocyBaHHs. [JOrMOBHEHE PeasibHICTb CbOrOAHI € OQHIEID 3 MEDCITIEKTUBHNX TEXHO/IONH, SKa BIAOMAE CBOIM 3aCTOCYBAHHSM Y peKiami
1@ IrpoBivi IHAYCTPI. Yepes noegHarHs 3D MOAEMOBaHHS Ta [OMOBHEHOI PeasibHOCTI CTa/lI0 MOXJ/MBO CTBODUTH HOBUY 3DYYHWA
3aCTOCYHOK /151 BIATBODEHHS TDUBUMIDHUX MOAESEH y AOAaHIN PEASTbHOCTI Y PEXUMI PEasIbHOro Yacy Ta B PEasibHoMy posmipi. Tema
AOCTIIKEHD Y CEDI AOMOBHEHOI pea/ibHOCTI Hapa3si € aKTyasIbHOK 5K 415 Hayku, Tak I 415 6i3Hec-iHaycTpil.

Y pob6oTi 3arporoHOBaHO 6araTo@yHKLIOHAIbHY [HGOPMALIMIHY cucTeMy A1 Bi3yasi3auii TOMBUMIPHUX Mogened y
JOMOBHEHIY PeaslbHOCT], Sika peasli30BaHa y BUITILI KPOCiaT@opMHOro MOBIIbHOIO AOAATKY. 3anporioHoBaHa iHgopMaliviHa
cUCTEMA BUKOPUCTOBYE KaAMEDY MPUCTPOIO SK 3aCi6 Bi3yasi3aljii 06 ekTa 1a 3abe3redye LwangKe BIATBOPEHHS 06paHoi 3 6a3un gaHnx
Z04aTKy MOJEN B JOMOBHEHIV PeasibHOCTI B PEaslbHOMY PO3MIDI Ta B DEXUMI PEasibHOro Yacy.

Po3pobrieHnsi 404aTOK MPaLtoe JOCUTb JOOPE, MAE 3Py HMI Ta IHTYITUBHO 3pO3yMiii IHTEDGENC | AO3BOIISE KOPUCTYBaYEBI
£A043BaTV BJIACHI MOGEN, YO POBUTH LIy [HCTDYMEHT 6aratoLiiboBuM. Takox 6y/10 CTBOPEHO TECTOBI 3D MoJesi A/1S POBEAEHHS
EKCIIEPUMEHTIM A/151 ITEPEBIPKU POBOTY 1POITOHOBAHOI IH@OPMALIVIHOI cucTemMA.

[ToganbLi 3ycnsnss asTopis 6yAyTe CrPSAMOBaHI Ha BAOCKOHAIEHHS ICHYIOYMX a/IrOPUTMIB /1S PO3LIMPEHHST MTOTOYHOI
QDYHKLIOHA/IBHOCTI 3aripOrNOHOBaHOI0 IHCTPYMEHTY 4718 Biyasizauii 3D Mogenesi 06'ekTiB y AOMOBHEHIW peasibHOCTI Ta 3aCTOCYBaHHS
PO3POBIIEHOrO IHCTPYMEHTY AU151 PEAsIbHUX NOTPEL, Takux SIK OUN@PYBAHHS Ta Bi3yasizaLiis My3eyiHuX eKCrIOHaTIB Ta apXeosioridHux
apre@axTiB XMe/IbHULIbKOI 06/1aCTT,

Kmoyosi croBa:  IHQOpMAaLIiVIHa CUCTEMa, [OIMOBHEHa peasbHicTe (AR), 3D-mogens, KpocriatgopMHumi MOoGIIbHM
3acToCyHOK

Introduction

Currently, augmented reality technology is gaining more and more frequent use and is applied to more areas
of human life. We can see mobile applications, commercial and educational simulators, mobile games and even the
advertisement using augmented reality. AR technology has huge commercial potential in a variety of industries, from
opening new marketing channels to improving employee training processes. According to the information of the
International statistical company Statista [1], in recent years there has been a significant increase in the number of
software products using augmented reality. According to forecasts [2], by 2024 there will be around 2.4 billion
augmented reality applications users in the world. This technology is expected to reach $70-$75 billion in revenue by
2024. The diagram (Fig. 1) shows the growth dynamics of the number of software products based on augmented
reality, both for commercial use and user applications. The graph also shows positive dynamics from an economic
point of view, since the development and use of AR-based applications means the growth of global profits.
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Therefore, the topic of research in the field of augmented reality is currently relevant both for science and for
the business industry.

Global AR Revenue

Consumer & Enterprise AR Revenue, by Source* B AR Advertising
B Enterprise AR Hardware
(Glasses)
U.S. $Millions
I Consumer Software
$30,000 {Mobile)
— Enterprise AR Software
$25,000 5 (Developer Tools)
E B Affiliate AR Commerce
$20,000 | Ua (Rev Share)
T _ | Consumer AR Hardware
$15,000 - (Glasses)
o Enterprise AR Software
$10.000 || .; (Glasses-Based)
- E Enterprise AR Software
£5.000 _— I {Mobile & Tablet)
I Consumer AR Software
(Glasses-Based)
$0

*Does not include hearables
2018 2019 2020 2021 2022 2023 (see separate drilldown)

Fig.1.The prospects for AR industry development in the world [2]

Domain analysis and literature review

According to market research [3-4], the industries that the most actively leverage AR technology are E-
commerce and advertising (IKEA Place and WannaKicks — the applications that provide virtual products fitting and
try on using AR), E-learning (Civilizations - an application launched by the BBC for British Museum; provides
visualization of ancient historical artifactsin AR) gaming industry (AR-games ZombiesRun and PokemonGO),
medicine and healthcare (SentiAR — the platform features a 3D visualization of a patient’s heart anatomy to assist
with diagnostics and surgerie), social networking (Instagram ans Snapchat AR-filters). The integration of augmented
reality technology in various areas of modern society is presented in Fig.2
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Fig.2.The examples of augmented reality technology integration in various areas of modern society

During the research the analysis of the existing trends and directions of augmented reality application for
different areas of life has been conducted. The results of the analysis are presented in Table 1.

The analysis of scientific publications for 2021-2022 and already existing solutions presented on the world
market showed that augmented reality is most often used for educational simulators, in immersive technologies, in the
field of advertising, e-commerce, for the development of the latest VR/MR user interface. The results of the recent
scientific publications topics using augmented reality are shown on a diagram in Fig. 3.

In Ukraine, augmented reality domain is also of interest to scientists. In recent years, the number of
publications on the application of augmented reality for the field of education has increased significantly [6-12]. Thus,
the paper [6] presentst an analysis of the current state and prospects for the development of augmented reality in
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Ukraine in business and education. The authors of [7] propose the application of augmented reality for educational
purposes. In [8] using augmented reality-based technologies in professional training of future teachers of Ukrainian
language and literature is proposed. The authors of [9] propose augmented reality-based approach for immersive
training for some specific professions. In [10] augmented reality is proposed to be used in university education of
future IT specialists. The source [11] considers application of augmented reality as an interactive form of pre-school
and primary school teaching. The authors of [12] propose using AR technology for visualization of atoms and
moleculas structures at Chemistry lessons. The paper [13] is devoted to using of augmented reality for navigation and
paving routes in real time. However none of the considered works is devoted to application of AR technology for three-
dimensional objects visualization.

Table 1
Trends and directions of augmented reality application for different areas of life
Technology or Trend of AR Application or Device Description
application
AR-based virtual companions Hybri virtual companion [4] Such an app will allow users to create an AR-based Al companion which
resembles real-life humans.
Leverage AR glasses for different | Google company Giants like Apple are already working on bringing unique AR
use cases experience through glasses slated to release in late 2025.
Cash in on the metaverse Microsoft Azure Microsoft is one of the technology giants looking to dominate the AR

experience. Their concept of merging cloud computing with AR/VR
excellence makes it an interesting case study.

Mobile Augmented Reality Instagram One of the finest examples of mobile AR is the image filter users can
Snapchat use in social media apps like Snapchat and Instagram. Snapchat is
preparing to introduce NFT(Non-fungible tokens) as filters in their
mobile applications.

Remote collaborations with AR - One fine example is cryogenic operations in oil refineries, where
temperature maintenance is critical. While on-site employees come
across issues that need expert assistance, AR can help with necessary
response assistance.

Immersive AR gaming AR games like Pokemon GO | One of the critical AR trends is the use of Augmented Reality in creating

applications and Egg. interactive entertainment for users. In addition, Inc and Harry Potter the
wizards unite have provided enhanced gaming experience on
smartphones.

AR-based marketing & Loreal Youtube has helped businesses with a “beauty try-on” feature that allows

advertising campaigns Burberry cosmetic brands to let users experience the product.Following the AR

market trend, brands like Loreal has already created unique and
immersive shopping experience in their apps. Not just as a marketing
approach, AR is an excellent way to advertise your products.
For example, Burberry allows its customers to create a custom handbag
AR model, which they can experience through the web app. As a result,
brands can leverage AR technology and create a customized experience
for their customers.

Supply chain efficiency Walmart For example, Walmart converted four of its physical retail stores into the
improvementwith AR testing environment for an AR-based inventory app. The idea was to
reduce the time needed for bringing products from backroom inventory
to the sales floor.

@ Education
@ Medicine
Data Analysis
@ E-commerce
@ ARNVRinterfaces

Fig.3. The results of the recent scientific publications topics using augmented reality

Thus, taking into account the relevance and importance of this task, the purpose of this work is to develop an
information system for visualization of three-dimensional objects based on augmented reality in the form of a cross-
platform mobile application and conduct experiments for visualization of 3D models of objects using the proposed
information technology.
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Augmented reality based information technology for objects 3D models visualization
In our previous works, a method and algorithm of information technology work for visualization of three-
dimensional objects based on AR were proposed. For developing the information system for objects 3D models
visualization, we will be using smartphone camera as a tool for representing the objects in augmented reality. To
present a 3D model in a real world space, it is necessary to consider that we need to work with three-dimensional

space.
The smartphone must also be located at the intersection of the X, Y and Z axes in the 3D Cartesian

coordinate system as shown in Fig. 4

K ‘

- +X

+Z

Y (G\r;avity)
Fig.4. Location of the user's smartphone in the three-dimensional Cartesian coordinate system

The principle of operation of the proposed information system is that the user enters the mobile application.
Since the application is cross-platform, it provides visualization of models from both Android and iOS devices. Next,
the user can either upload his own model to the system database or choose one of the proposed ready-to-visualize
models contained in the system database. Once selected, the model is available to the user for preview with the option
to display in augmented reality in real time. The user can adjust the size and position of the model in the field of view
of the smartphone camera and take a photo or video of the model in the environment. The principle of the proposed

information system operation is presented in Fig.5.

e 0y
Start

—

Open the application

l

I= application
closed?

Yes

Nol
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Select menu option

Selecting 3D-model Select a model for
from device in wisualization from the
obj or jlb format list

Uploading 3D-model Preview the model

to the server before visualization

Represent 3D-model
in AR

Adjust and scale
model in the
environment

Take photo or video

Fig.5. L The principle of operation of the information system for 3D models visualization in AR
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Experiments and Discussion
To be able to conduct the experiments, we need to create the 3D models for testing. We chose the Botanical
Garden of Khmelnytskyi National University as an environment for displaying the models and decided to create the
models of the outdoor smart art objects than can be represented in AR in real size and in real time.We chose Blender
as an environment for 3D models creating. The models are presented in Fig.6.

a) b) ©)
Fig. 6. 3D Models of art structures for Information Technology for 3D objects models visualization testing
Smart Solar Pannels Tree condtruction; b) The bench with Smart Solar Pannels Umbrella; ¢) Smart Bench with Solar Pannel based
Information Screen)

For conducting the experiments the proposed Information Technology for 3D objects models visualization
has been developed in the form of a cross-platform mobile application and installed on Andriod OS-driven mobile
device. The interface screens of the developed information system are presented in Fig.7.

09:50 = 09:48 |5 09:50 ==
H ul - M -l -
& ! 09:49 il -

Discover AR models

Username
VERIFIED ALL
Jane Roberts
Search for AR models.

Your AR models

Your newsfeed
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; - . ®)
ﬁ AR model 1 AR model 3
L g

[nEws)
Thank you for uploading "AR model 3"

This AR model is model of smart fNEWS]

bench. Model consist of bench, Thank you for uploading "AR model 2"

umbrella, solar panels and USB-
chargers.
[nEws)
° Thank you for uploading "AR model 1"

192.168.0.104 AR model 2
L] m ! o | @

e o

192.168.0.104

192.168.0.104

a) b) ) d)
Fig. 7. Interface screens of Information Technology for 3D objects models visualization
User Profile Interface; b) Set of the available AR models; c) Preview of the selected model with the description before the visualization;
d) The process of models uploading)

The results of the experiments are presented as a set of photos taken with the smartphone camera (Fig 8). The

objects on photos are placed in the environment (Khmelnytskyi National University campus and Botanical garden) in
real size.
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a ih Bench and the Smart Umbrella

¢) the Solar Tree Art-object
Fig. 8. The experiment results on 3D objects models visualization in AR

Conclusions

Augmented reality has always been an object of interest as scientists as business industry representatives.
The prospect of this technology application for various areas of industry and social life is proved by the numerous
research works as well as the increasing number of commercial program products.

During the study the conducted literature analysis and the analysis of already existing AR-based mobile
applications provided the conclusions that currently there are no ready-to-use solutions that provide reproducing a
three-dimensional model of an object in augmented reality, so this is currently an urgent task from both a scientific
and a practical point of view.

Therefore the information system for 3D objects models visualization in augmented reality was developed in
the form of cross-platform mobile application. The proposed information system uses a device camera as a mean of
object visualization and provides quick reproduction of the selected from the application's database model in
augmented reality in real size and in real time.

The developed application works quite well, has a user friendly and intuitive interface and allows user to add
own models, that makes this tool multipurpose.The further efforts of the authors will be directed to improving the
existing algorithms for extending the current functionality of the proposed tool for 3D objects models visualization in
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augmented reality and application of the developed tool for real-life needs, such as digitization and visualization of
museum exhibits and archaeological artifacts of Khmelnytskyi region.
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FORECASTING THE EXCHANGE RATE OF THE UKRAINIAN HRYVNIA USING
MACHINE LEARNING METHODS

This article describes the concept of currency exchange rate and the typology of various factors that influence it. A
multifactor regression model was constructed to investigate the influence of factors on the exchange rate of the Ukrainian hryvnia
and to forecast the dynamics of this rate based on the studied factors using Data Science technologies.

The purpose of this work is to study the peculiarities of the formation of the exchange rate of the Ukrainian hryvnia, the
characteristics of the influence of various external factors on this rate, and the creation of an effective forecasting model of the
Ukrainian national currency rate, based on a certain number of fundamental financial and economic factors that influence this rate.

Macroeconomic indicators that theoretically have an impact on the dynamics of the currency exchange rate were chosen to
build the model. Data on the exchange rate of the Ukrainian hryvnia to the US dollar and economic indicators for selected factors
were collected from 2010 to September 2022, During the implementation of the task, the collected data was processed, brought into
a uniform form, and normalized. Machine learning methods were used for regression modeling, specifically the XGBoost gradient
boosting method.

As a result, a retrospective forecast of the Ukrainian hryvnia exchange rate was obtained, based on factor variables, and
an estimate of the impact of each selected feature on the currency exchange rate was calculated. The scientific novelty of this work
lies in the application of modern machine learning methods and technologies for the analysis, modeling, and forecasting of the
exchange rate of the Ukrainian national currency.

The practical significance of this article lies in the possibility of using the proposed approaches to forecasting the exchange
rate of the Ukrainian hryvnia with the use of machine learning methods by all interested parties, including financial institutions of
Ukraine, to achieve stability of the national currency, which in turn will affect the development of the national economy as a whole
and the welfare of the population of the country.

Keywords: exchange rate, gradient boosting, regression analysis, machine learning, forecasting, Ukrainian hryvnia, Data
Science.

Bacwuis [IPUMMAK, Borzan BAPTKIB, Onsra FOJIYBHUK

JIpBiBCHKMH HalliOHANBHUH yHIBepcuTeT iMeHi [Bana ®paHka

IMPOTHO3YBAHHS BAJIIOTHOI'O KYPCY YKPAIHCHKOI I'PUBHI 3
BUKOPUCTAHHAM METOAIB MAIIMHHOI'O HABYHAHHA

Y parivi cTarTi OrmcaHo rMoHSTTS BaslOTHOIO KypCy Ta TUIIOJIONIO PIBHOMAHITHUX YUHHUKIB BI/MBY Ha HEOro. [106yA0BaHO
6aratogakTopHy perpeciviny Moaeib A5 AOCTIIKEHHS BIVIMBY (aKToOpIB Ha KypC YKPAIHCBKOI rpMBHI Ta CIIDOrHO30BaHO AUHAMIKY
LbOro Kypcy Ha OCHOBI AOC/TIAXKYBaHNX PAKTOPIB.

MeToro garHoi' poboTv € JOCTIKEHHS OCOG/IMBOCTEN (POPMYBAHHS BasIOTHOMO KYPCYy YKDAIHCHKOI MPUBHI, XapakTEPUCTHUKE
BII/IMBY DIZHOMAHITHUX 30BHILLHIX (PAKTOPIB Ha LU KypC Ta CTBOPEHHS 3a Aoriomororo Data Science TexHo/0rivi eqoekTmsHoI Mogesni
MPOrHO3yBaHHS KypCy YKDAIHCbKOI HaLIlOHa/IbHOI Ba/lOTH, KA TPYHTYETHCS HA MEBHIU KITbKOCTI QyHAAMEHTA/IbHUX (DiHaHCOBO-
EKOHOMIYHUX PaKTOPIB BI/MBY Ha Lied KypC.

s nobynosu Mogesni 06paHo MaKpOEKOHOMIYHI ITOK33HUKM, SKI TEOPETUYHO MAKOTh BIVIMB Ha AUHAMIKY Ba/llOTHOIO Kypcy.
A1 CTaTMCTNYHOO aHasizy Ta nogasibLioro MOAEOBAaHHS 3i6PaHO AaHI PO BaslOTHMA KypC yKpaiHCbKoi rpuBHI 4o Aosapa CLUA Ta
EKOHOMIYHI ITOKa3HNKN A/15 06paHux GakTopHmux 03HaK 3a nepiog 3 2010 o BepeceHs 2022 pp. B xo4i peasnizauii nocrasieHoro
3aBAaHHs poBe[EHO 06POOKY, 3BEAEHHS A0 EANHOI PopMu Ta HOPMAT3aLit0 3i6paHnx AaHuX. /15 6e3r1ocepesHboro MO4ETIOBaHHS
BUKOPUCTaHO METOAU MALUMHHOIMO HaBYaHHS V1S 3afadvi perpecii a came Metoq rpagieHTHoro 6yctmHry (XGBoost). B pesysnbrari
OTPUMAHO PETPOCTIEKTUBHII MPOrHO3 KypCy YKPAIHCbKOI rpnBHI, 6a30BaHmi Ha QaKTOPHUX 3MIHHUX [ PO3PaxoBaHO OLIIHKY BI/iMBYy
KOXHOI BUBPAHOI 03HaKu Ha Ba/IIOTHUN KypC.

HaykoBa HOBMU3HA AaHOI pobOTY MONISIrae y 3aCTOCYBaHHI CyqacHnX METOLIB Ta TEXHOJIONU MAELUMHHOMO HaBYaHHS U151
aHasizy, MOAE/IIOBaHHS Ta MPOrHO3yBaHHS KypCy YKPaIHCbKOI HaLIIOHa/IbHOI Ba/IlOTH.

[IpaKTUYHE 3HAYUMICTB LIIET CTATTI MO/ISIaE y MOX/IMBOCTI BUKOPHCTAHHS 3aITPONOHOBAHNX Y Hill 1iAX04iB 40 MPOrHO3yBaHHs
BaJ/IlOTHOIO KypCy YKDAIHCbKOI rpyBHI 3 3aCTOCYBaHHAM METOLIB MALUIMHHOMO HAaBYaHHS BCIME 3aL{IKaBIeHNMN CTOPOHaMY, 30KPEMA
QDiHaHCOBUMY YCTaHOBaMu YKpaiHu, 334719 AOCIrHEHHS CTabIi/IbHOCTI HALIOHa/IbHOI rPOLLIOBOI OAMHULY, O Y CBOK YEPry BI/MHE Ha
PO3BUTOK HALJIOH3/IbHOI EKOHOMIKY Y LII/IOMY Ta A06PO6YT HACEIEHHS AEPKABH.

Kito4oBi cr1oBa: Ba/MOTHMA Kypc, PagieHTHmI GYCTUHI, PErpeciiHmi aHasii3, MaLMHHE HaBYaHHS, POrHO3yBaHHS,
YKpaiHcbka rpusHs, Data Science.

Introduction

The exchange rate, despite being a measure of the value of the national currency expressed in monetary units
of other countries, is also an indicator of the domestic economic situation, reflecting the main trends in the
development of the national economy and influencing the redistribution of national income between countries.

Significant volatility in the national currency exchange rate can have negative consequences for export
potential, foreign trade, and the economy as a whole. Therefore, the key task of state regulation of the monetary system
in the conditions of a market economy is to study the factors that affect the exchange rate and react promptly to the
main trends in the economy to ensure its stability.
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Macroeconomic forecasting of economic indicators and processes, including forecasting of exchange rates,
is a complex task. There are currently no macroeconomic models that would have the functionality to make reliable
macroeconomic forecasts of economic development and the exchange rate of the national currency. Therefore, the
development of such models is always an important and relevant problem.

The article examines the peculiarities of the formation of the exchange rate and analyzes the impact of various
external factors on the exchange rate of the Ukrainian hryvnia. Using machine learning methods, a regression model,
namely the gradient boosting model (XgBoost), was built to study the impact of the given factors on the exchange
rate of the Ukrainian hryvnia. Modern Data Science technologies for data analysis and solving tasks of economic-
mathematical modeling and socio-economic forecasting are considered.

Related works

This work analyzes the works of Ukrainian scientists on the factors influencing the exchange rate in general,
and the exchange rate of the Ukrainian hryvnia in particular. The authors of scientific papers [1-3] define the concept
of exchange rate and classify the factors that influence its formation. In the work [4], the author presents theoretical
methods for predicting currency exchange rates. The basic principles of macroeconomic modeling and forecasting of
the exchange rate in Ukraine are studied in the monograph [5]. In scientific papers [6-9], the authors investigate the
factors influencing the formation of the exchange rate in Ukraine and analyze the degree of influence of various
indicators on the exchange rate of the Ukrainian hryvnia as an integral part of the national economy.

The author of the scientific article [10] considers the main directions of using Data Science algorithms in
central banks, including predicting macroeconomic and financial variables. The theoretical foundations of Data
Science technologies and their application in economic-mathematical modeling are described in works [11-13]. The
characteristics of machine learning algorithms for solving regression, classification, and forecasting tasks are
presented in articles [14-15]. The authors of scientific papers [16-18] describe the principle of the gradient boosting
modeling algorithm, its specificity, and the features of its application.

However, modeling and forecasting of the exchange rate are always relevant tasks, as new data appears every
day, and trends in the economy change. Therefore, the purpose of this work is to study the peculiarities of the formation
of the exchange rate of the Ukrainian hryvnia, the characteristics of the influence of various external factors on this
rate, and to create an effective model for predicting the exchange rate of the Ukrainian national currency using Data
Science technologies, based on fundamental financial and economic factors that affect it.

Presenting main material

The exchange rate is determined by the market interaction of demand and supply under conditions of perfect
competition, reflecting a complex set of factors that directly and indirectly affect the exchange rate of both the national
economy and international economic relations.

The multifactorial nature of the exchange rate reflects its connection with other economic categories, such as
value, price, money, interest rates, and more. In modern conditions, the exchange rate is formed under the influence
of demand and supply in the foreign exchange market, but along with the state of the balance of payments, its size is
influenced by a large number of other factors, such as the level and dynamics of inflation, the amount of money in
circulation, interest rates, GDP volumes, and growth rates, the level of development of the financial market, political
and psychological factors, and much more. As a result, the formation of the exchange rate at the present stage is
considered a multifactorial process. Modern researchers of the process of exchange rate formation group numerous
exchange rate factors according to certain characteristics. In particular, factors are divided into three groups:
fundamental, technical, and force majeure. Fundamental factors are key macroeconomic indicators of the state of the
national economy that affect foreign exchange market participants and the exchange rate level.

Figure 1 provides a more detailed demonstration of the variety of factors that influence the exchange rate.
Such a distribution is quite conditional because some components cannot be unequivocally attributed to a certain
group, as most of them are interrelated. However, this can facilitate the perception of the entire complex of components
forming the exchange rate of the currency.

Among the social and political factors, one can distinguish the political situation in the country, the level of
trust of the population in the banking system, the presence of a "black market," the level of financial literacy of the
population, and others. Additionally, to some extent, the psychological factor that shapes public attitudes based on
forecasts of currency exchange rates spread by rumors, forecasts, and speculation in the media, which generate
excitement in the currency market, also influences the exchange rate.

In the current conditions of an unstable economic situation, such a factor as speculative capital flows deserves
special attention. This factor can affect the dynamics of the exchange rate if the central bank tries to keep it at a certain
level against the action of market forces. If the exchange rate of a certain national currency tends to decrease, firms
and banks try to sell it in advance in exchange for more stable currencies, counting on conducting a reverse operation
at a lower rate after a certain period. The difference, therefore, forms speculative income. These operations
significantly weaken the exchange rate of the national currency [8].

A specific factor of influence is the technical analysis of the foreign exchange market, which is based on
predicting the exchange rate based on the quantitative analysis of available factors. Studying data on previous currency
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quotes allows us to identify certain patterns of currency formation and therefore show probable changes in exchange
rates in the future, both in terms of their directions, volumes, and speed. According to this concept, predicting future
levels of currency quotes depends on their dynamics in the past [4].

Factors affecting the exchange rate

./l\.

technical fundamental force majeure
social and political  4-.........p  financial and economic

7 N

« inflation rate

+ political situation in the state e T T R e T

« level of corruption
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« attitude of the population to the banking
system

+ existence of a "black market”

+ unemployment rate

« the level of real interest rates

+ level of purchasing power

+ indicators of the banking system

« the state of the balance of payments
+ GDP growth rate

+ change in money supply

+ currency policy of the state

Fig. 1. Visualization of factors affecting the exchange rate

The components of the financial-economic factors influencing the exchange rate of the national currency
include the main macroeconomic indicators of the country's economy, such as the inflation rate, GDP, dynamics of
the money supply, various production indices, and many other indicators.

In addition to fundamental and technical factors, the impact of which can be somewhat predictable, there are
also force majeure factors that can make significant adjustments to the dynamics of the exchange rate. Such force
majeure factors include wars, outbreaks of epidemics, unforeseen financial and economic crises, natural disasters,
technological catastrophes, and so on. All these factors have a negative impact on the stability of the national currency,
as overcoming any problem requires significant resources.

To build a model for forecasting the exchange rate, the programming language Python was used. Python is a
high-level object-oriented programming language used for web application development, software development, and
machine learning. The Python software is presented in the form of models, which can be assembled into packages [19].

The Scikit-learn library was used for direct data analysis. It is a free machine learning software library for
the Python programming language that provides functionality for creating and training various classification,
regression, and clustering algorithms, and works in conjunction with NumPy. NumPy is an extension of the Python
language that adds support for large multi-dimensional arrays and matrices. The Pandas software library was used for
data manipulation. The Matplotlib and Seaborn libraries were used for two-dimensional or three-dimensional data
visualization, providing capabilities for building graphs, scatter plots, bar and pie charts, as well as animated images.

To build a regression model for predicting the exchange rate of the Ukrainian hryvnia, data was collected on
various financial and economic factors influencing the exchange rate over the period from 2010 to September 2022.
Specifically, the following features were used (the encrypted name of the feature is indicated in parentheses, which is
further used in the captions of the graphs and diagrams):

- Producer Price Index (PPI) — an indicator of the average level of wholesale price changes for raw
materials, materials, and intermediate goods sold by national producers;

- The Inflation Index, or Consumer Price Index (CPI) — is an indicator that characterizes changes in
the overall price level of goods and services that the population buys for non-production consumption. The model also
uses the Consumer Price Index for the corresponding month of the previous year (inflation p) and the Consumer Price
Index for December of the previous year (inflation 12);

- Foreign Exchange Reserves (FX Reserves) — external highly liquid assets under the supervision of
the state (the National Bank of Ukraine and the Government of Ukraine);

- Gross Domestic Product per capita in US dollars (gdp_pers_usd);

- Unemployment rate (unemployment) — a quantitative indicator that is determined as the ratio of the
number of unemployed to the total number of the economically active working population of the country (region,
social group) and is measured in percentage;

- Consolidated Balance of Payments in US dollars (BOP) — a statistical report that provides systematic
information on the external economic operations of the country's residents with non-residents for a certain period;

- Real Wage Index (RSI) — an indicator that characterizes the change in the purchasing power of
nominal wages;

- Net Foreign Direct Investment (FDI) balance;

- State Budget performance balance (gov_budg) or budget deficit;

- Total State Debt in US dollars (state_debt usd);

- Balance of External Trade (int_trade) — the difference between exports and imports.
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The data was collected from open sources, namely the website of the State Statistics Service of Ukraine [20]
and the website of the Ministry of Finance [21]. The model also takes into account the factor of currency sales volume
on the interbank currency market of Ukraine (‘interbank’), data taken from the official website of the National Bank
of Ukraine [22]. Since information on currency sales volumes on the interbank market is provided daily, it was
summed up on a monthly basis to add to the table of data on other factors.

The official exchange rate of the Ukrainian hryvnia to the US dollar established by the National Bank of
Ukraine was taken as the resulting variable. Data on the exchange rate is also provided daily, so it was aggregated
monthly using a built-in function in Python. The dynamics of the Ukrainian hryvnia exchange rate for the studied
period are presented in Fig. 2.

35

25

20

15

10

2010 2012 2014 2016 2018 2020 2022

Fig.2. The official exchange rate of the Ukrainian hryvnia to the US dollar

After collecting the data and importing it into the Python programming environment, data processing was
carried out. Since some data, such as GDP per capita or unemployment rate, is provided annually, while the aggregated
balance of payments and the direct foreign investment balance are provided quarterly, there were many "empty" values
in this data set. To solve this task, polynomial interpolation was used. The peculiarity of this type of interpolation is
the construction of a polynomial P, (x) of a degree less than or equal to n, which takes values of f(x;) at the
interpolation nodes x, x4, ..., X,. The system of equations that determines the coefficients of such a polynomial has
the form:

P(x) = ag+ ayx; + apx? + -+ apx = f(x),i=01,..,n )

The statistics for the numerical columns (count, mean, standard deviation, minimum, maximum, and
quantiles) are shown in Figure 3.
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Fig. 3. The statistics for the numerical columns of the input data

In Figure 4, a correlation matrix of relationships between factors is presented (warmer colors indicate stronger
relationships). By analyzing this matrix, we can observe the correlation between factors and the resulting feature.
There is a strong negative correlation between the exchange rate and the volume of currency sales in the interbank
foreign exchange market of Ukraine. It is also worth noting a fairly strong relationship between the resulting feature
and the level of government debt. The exchange rate has a moderate correlation with factors such as the unemployment
rate and foreign trade balance (both negative).
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Fig. 4. The correlation matrix of relationships between the factors

To ensure that machine learning algorithms can work correctly with data, it is necessary to normalize them.
Data normalization can be done simply by scaling them into a certain range (usually from 0 to 1), if their distribution
is similar to a Gaussian distribution. In cases where the data is not normally distributed, normalization is advisable. A
normal distribution of data improves the numerical stability of the model and can speed up the model training process
[23].

Using the Seaborn library for data visualization, histograms were constructed for each feature to look at the
data distribution. For features that did not have a bell-shaped curve distribution, normalization was performed using
the Box-Cox power transformation method [24]. Examples of normalization for some of the factor variables are
demonstrated in Figures 5-7.
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Fig. 5. Normalization of data distribution for the "state_debt_usd" indicator
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Fig. 6. Normalization of data distribution for the “unemployment” indicator
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Fig. 7. Normalization of data distribution for the “inflation_p” indicator

For other features that have a similar bell-shaped distribution, standardization was performed to bring the
scale of the input data into one range. This task was performed using the MinMaxScaler function (formula 2), which
scaled the data into a range of 0 to 1.

X— Xmin

X = )

Xmax—Xmin

To decode the data later, two separate scalers were used for X (predictor variables) and Y (target variable).

The next step in data processing was the detection and handling of outliers, as they can negatively affect
statistical analysis and the process of training a machine learning algorithm, leading to a decrease in accuracy. An
outlier is an observation in the data set that is far from the rest of the observations. This means that the outlier is
significantly larger or smaller than the other values in the set. Outliers for the given features can be seen in the
histograms of the data distribution. Outliers can also be conveniently identified using box plots.
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Figure 8 shows box plots for four indicators, with points that are outliers and do not fall within the range of
other observations, meaning they are not close to the quartiles. To remove these outliers, a function was written that
sets them equal to a certain quartile, which is manually selected.
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Fig. 8. Visualization of the distribution of variable values using box plots for four factors

Figure 9 shows box plots of the same factor variables, but after outliers have been corrected. As can be seen,
there is no longer such a strong data spread.
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Fig. 9. Visualization of the distribution of variable values using box plots after outlier correction

The model was built using the Extreme Gradient Boosting (XGBoost) method, which is a scalable machine
learning library with distributed decision trees and gradient boosting. It is a leading machine learning library for
regression, classification, and ranking tasks. Decision trees create a model that predicts a label by evaluating decision
tree questions about the if-then-else function, true/false, and evaluating the minimum number of questions needed to
estimate the probability of making the correct decision. Gradient Boosted Decision Trees (GBDT) is a decision tree
ensemble learning algorithm similar to random forests for classification and regression. Ensemble learning algorithms
combine multiple machine learning algorithms to obtain a better model. Gradient boosting is an extension of boosting,
where the process of additive generation of weak models is formalized as a gradient descent algorithm over the target
function. Gradient boosting sets target outcomes for the next model to minimize errors. The target outcomes for each
case are based on the error gradient (hence the name gradient boosting) concerning the prediction. The final prediction
is the weighted sum of all tree predictions.

XGBoost is a scalable and high-precision implementation of gradient boosting that extends the boundaries
of computational power for enhanced tree-like algorithms, mainly designed to improve the productivity of machine
learning models and computation speed. With XGBoost, trees are built in parallel, adhering to a level-wise strategy,
scanning gradient values, and using these partial sums to evaluate the splitting quality at each possible split in the
training set.

Modeling with XGBoost begins with model training, which was conducted based on 86% of the input data.
Mean absolute error and mean squared error functions were used to evaluate the model's adequacy.

The mean_absolute_error function calculates the average absolute error, a risk metric that corresponds to the
expected value of the absolute error or loss norm.

A sam 85_1 ~
MAE(y,§) = ——— Y ey — 5], 3)

Nsamples =0

where ¥, — is the predicting value of i-sample and y; — is the corresponding truth value.
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The mean_squared_error function calculates the mean squared error, a risk metric corresponding to the
expected value of the squared error or loss:

~ 1 samples—1 -~
MSE(y,9) = el (VR AL @)

Nsamples

where ¥, — is the predicting value of i-sample and y; — is the corresponding truth value.

As a result of constructing a gradient boosting model, the following results were obtained: the MAE and
MSE indicators are 0.0560 and 0.0100, respectively. The prediction errors turned out to be quite low, which means
that the model adequately predicts the exchange rate of the Ukrainian hryvnia given the specified factors.

The next stage of our research was to determine the importance of the selected factors on the exchange rate
of the Ukrainian hryvnia. Figure 10 shows the factor importance indices for the model. As can be seen, the most
important factor for the exchange rate of the Ukrainian hryvnia, based on this model, is the level of inflation,
specifically the consumer price index for the corresponding month of the previous year (the importance coefficient is
close to 0.5). Inflationary processes in the country lead to a decrease in purchasing power and a tendency for the
national currency to fall against currencies in countries where inflation is lower. The factor of GDP per capita also has
a significant impact: the higher the GDP growth rate, the higher the demand for the national currency and therefore a
higher exchange rate. The next factors, whose importance coefficients exceed 0.1, are the unemployment rate and the
country's government debt; an increase in these indicators has a negative impact on the national economy and,
accordingly, on the exchange rate of the national currency. The volume of gold and foreign exchange reserves also
plays a role in determining the exchange rate, if a country does not have sufficient resources to support the exchange
rate, it becomes more vulnerable to speculative attacks. Additionally, the factor of international trade to some extent
determines the demand for the national currency. The influence of other factors included in this model is somewhat
less significant.
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Fig.10. Coefficients of the importance of factors for the model

The final stage of our calculations is to make a forecast for the exchange rate of the Ukrainian hryvnia. Figure
11 shows retrospective forecast values of the exchange rate of the Ukrainian hryvnia for comparison with the real
values. The real exchange rate is represented by the blue color on the diagram, while the forecast is represented by the
red color.
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Fig. 11. Chart of the Ukrainian hryvnia exchange rate and retrospective chart of the forecast
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Analyzing the chart, we can conclude that in 2021 the retrospective forecast corresponded to the main trends
and moved in parallel directions with the real exchange rate, indicating the adequacy of the model. However, in 2022,
force majeure factors came to the fore, which cannot be predicted, and even if possible, the impact on the economy of
the country and the exchange rate, including the economic-mathematical models used, cannot be estimated. As of the
beginning of 2022, the financial and economic indicators of Ukraine did not show negative trends that could have
caused an increase in the exchange rate of the Ukrainian hryvnia against the US dollar, but the Russian invasion and
the beginning of full-scale war caused a colossal destructive impact on the economy of Ukraine and the national
currency exchange rate in particular. Since the model is trained on historical data that did not contain such
unprecedented events, or so-called "black swans," the forecast data obtained from our calculations do not correspond
to the actual data. At this stage of computer modeling development, it is still difficult to predict such incidents, let
alone the impact of such extraordinary events on the economy of the country and the exchange rate of the national
currency in particular.

Conclusions

As studies have shown, it is possible to analyze, model, and forecast the exchange rate of a national currency
in a country without force majeure circumstances using machine learning methods based on a pre-built multifactor
regression dependence of this rate on macroeconomic factors. The results of the retrospective forecast of the Ukrainian
hryvnia exchange rate confirmed the high accuracy and effectiveness of the proposed method of forecasting this rate.
In 2021, the retrospective forecast corresponded to the main trends and moved in parallel directions with the real rate,
indicating the adequacy of the developed model. Under stable political conditions and projected socio-economic
development, this model is likely to predict certain fluctuations in the Ukrainian hryvnia exchange rate. The scientific
results obtained in the work regarding the proposed approaches to forecasting the national currency exchange rate
using machine learning methods should be used in practice by all interested parties, including financial institutions of
Ukraine, to achieve stability of the national currency, which in turn will affect the development of the national
economy as a whole and the welfare of the population of the country. In the process of further research, the proposed
approach to forecasting the country's exchange rate can be improved by adding additional factors that affect this rate
to the considered model.
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MACHINE LEARNING BOOSTING METHODS FOR PREDICTION A HIGHER
EDUCATION INSTITUTIONS ENTRANT'S ADMISSIONS IN UKRAINE

There is a constant and growing need for higher education institutions (HEI) to provide proper and high-quality support for
the admissions campaign through information systems and technologies. Labor market trends, unreliability and low-quality sources,
and a large volume of admission rules can complicate the admission process for an applicant. As a result, there is a risk that the
applicant will not be able to make the right choice and quality assessment of the chances of admission. So, this paper considers
increasing the entrant's chances of making an effective decision at the stage of education program selection through the
implementation of an information system. The efficiency of such systems is largely based on the accuracy of its intelligent components.
This article investigates the effectiveness of machine learning (ML) boosting methods to solve the problem of admission prediction
through binary classification tasks. We evaluate the accuracy of such ML methods as Gradient Boosting, Adaptive Boosting (AdaBoost),
and eXtreme Gradient Boosting (XGBoost). For a more detailed assessment of the studied methods, a comparison with Support Vector
Machine (SVM) and Logistic regression is also presented. The simulation was performed using «Orange» software. The work of the
studied methods was simulated based on a sample of archival data comprising 9,657 records of full-time entrants of two faculties of
Lviv Polytechnic National University. The sample was randomly divided into training and test sets in a ratio of 80% to 20%. To ensure
the reliability of the obtained result, the work of each of the studied methods was subjected to 10-fold cross-validation. Classification
accuracy (AUC), Precision, Recall and F1 score performace indicators was used to analyze the results. It has been experimentally
established that the highest accuracy is achieved when using XGBoost. The obtained results shows high accurate. This makes it
possible to use the researched methods in the subsequent stages of building an information system to support the decision-making
of applicants.

Keywords: admission, entrant, higher education institution (HEI), prediction, machine learning, boosting, information
system.

Xpuctuna 3Yb, ITasno XKEXXHNY

HarioHanbHuil yHiBepcuTeT «JIbBIBChKA HOITEXHIKA»

BYCTHUHI'OBI METOJU MAIIMHHOI'O HABYHAHHA 1JIA ITPOT'HO3YBAHHS
YCHOINTHOCTI BCTYITY ABITYPIEHTIB 3BO YKPATHA

IcHye nocTiviHa 1a 3pocTaroya rnotpeba 3aknagia suiyoi ocsitn (3B0) y 3a6e3reyeHHi HalleXHOro Ta SKICHoro CyrpoBogy
BCTYITHOI" KamraHii' 3@ [0rMOMOroro HGOPMALIVIHUX CUCTEM Ta TEXHO/OMY, TEHAEHUN Ha PUHKY MpaLl, HEHAMHICTb | HESKICHICTD
JDKEPEST), BE/MKA KIIbKICTb 1PaBu/1 MPMIOMYy MOXYTb YCKIGAHUTYU 1IPOLIEC BCTyry abiTypleHTa. Sk HacmifoK, € pU3nK Toro, LYo
a6ITYpIEHT He 3MOXKeE 3p0BUTY MPaBH/IbHII BUGID Ta SKICHO OLIIHUTY LIAHCU Ha BCTYI. TOX, Y AaHiv poBOTi po3r/iSAacTbCs 38BAaHHS
TTIABALUEHHS LWAHCIB aBITYpIEHTa NMPMIHATY €QEKTUBHE PILLIEHHS Ha eTarti BUOOPY OCBITHBOI rporpamy. EQEKTUBHICTb Takux CUCTEM
3HAYHOK MIPOKO 6A3YETLCS Ha TOYHOCTI iX HTE/IEKTYaIbHUX KOMITOHEHTIB. Y LW CTaTTi AOC/IAKYETHCI EQEKTUBHICTL BYCTUHIOBUX
METOLIB MALUMHHOIO HaBYaHHS /15 BUPILLIEHHS IPO6/IEMY NPOrHO3yBaHHs BCTYITy 3@ AONOMOror 3aBAark 6iHapHOI Knacnikauii. Mu
OLJIHIOEMO TaKi TOYHICTb POOOTH TaKUX METOLIB MALUMHHOIO HaB4YarHHs, K Gradient Boosting, Adaptive Boosting (AdaBoost) i eXtreme
Gradient Boosting (XGBoost). [ns 6i/ibLu AETA/IBHOI OLIIHKM AOC/IAXKYBAHNX METOAIB TaKOX MPEACTAB/IEHO IOPIBHSIHHS 3 METOLOM
OIoOpHMX BEKTOPHIB | JIOrICTUYHOI pPErpecieto. MogetoBaHHs nMpoBoanIOCk 3a JOMOMOro MporpamMHoro 3abesneqeHHs «Orange».
Poboty pociipkyBaHmnx METoamiB 6y/10 3MOAE/TLOBAHO Ha OCHOBI BUOIDKW aGpXIBHUX AaHuX, SIKa ckiana 9657 3anuciB gaHmx
abiTypieHTIB AEHHOI POPMU HABYAHHS ABOX HABYA/ILHO-HAYKOBUX IHCTUTYTIB HalioHa/IbHOro yHIBEPCUTETY «/IbBIBCHKA MOJIITEXHIKE.
BubipKy BUnagkoBum YuHOM 6yJ/10 PO3IIOAIIEHO Ha HABYa/IbHY Ta TECTOBY BUbIpKy y criiBBigHoLwerHHi 80% Ao 20%. /119 3abe3reqyeHHs
ZI0CTOBIPHOCTI OTPUMAHOIO PE3YTILTATY POBOTY KOXHOIO 3 JOCTIKYBaH1X METOZIB nigaasam 10-KpaTHivi Kpoc-Basigadii. /715 aHamizy
PE3Y/IbTATIB BUKOPUCTAHO Taki IMOKa3Hukv TOYHOCTI sk Classification accuracy (AUC), Precision, Recall, F1 score. EKCriepumeHTasibHO
BCTaHOB/IEHO, O HavBULLUA TOYHICTb [OCSIaETbCS IpU BUKOPUCTaHHI XGBoost. OTpuMaHi pesysibTatu [OocuTb TOYHI Lle Aae
MOXJTUBICTb BUKOPUCTOBYBATU AOCTIKYBAaHI METOAN Ha HACTYITHNX ETanax ro6yaoBu H@POPMALIVIHOI CUCTEMM ITIATDUMKY MPMAHSTTS
piiers abiTyplieHTamu.

Kmoyosi cioBa: BCTyr, abiTypieHT, 3aknag suioi ocsitu (3B0), NporHo3yBaHHs, MAaLMHHE HaBYaHHS, OYCTUHI,
IH@opmaLiviHa cucTema.

Introduction

The rapid development of information technologies, as well as means of artificial intelligence, contributes to
their wide application, in particular in the field of education. In recent years ML has found larger and broader
applications in HEI and is showing an increasing trend in scientific research that considers the increasing effectiveness
of entrants' admission.

As the admission results directly affect young workers' professional trajectories, it is important to provide
appropriate support for entrants at this stage. The world markets are developing rapidly and continuously looking for
the best knowledge and experience among people. HEI rating, a wide range of educational programs, a constantly
changing labor market, admission rules, incompetent recommendations, or career guidance activities could make this
decision complicated. As a result, they could make unwise choices. To increase the entrant's chances of making an
effective decision, this research aims to investigate the possibility of using ML techniques to predict their chances of
admission.

84 MDKHAPOJIHUI HAVKOBUI KYPHAJI .
«KOMITI'IOTEPHI CUCTEMMU TA THOOPMAIIUHI TEXHOJIOT TI», 2023, Ne 1


https://doi.org/10.31891/csit-2023-1-11

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

HEI admission process could differ in all countries and requires investigation in each individual case. This
research considers the Ukrainian HEI entrant's decision. Today, Ukrainian HEI provides the target audience with up-
to-date and reliable information on official websites in a large volume and an accessible form. There are also open
online services that provide additional information about rating lists and the education programs of admission. But
still, there is a need to provide any free and open web resource that could support entrant's admission decisions.

According to the admission rules, everyone who intends to admit the HEI must register and pass an external
independent assessment test aimed at determining the level of educational achievements of graduates of secondary
educational institutions upon their admission to HEI in Ukraine. It is worth noting that the institution sets a minimum
passing score for specific education programs. There is also a limit on the number of submitted applications. In every
application submitted for the budget form of study, it is necessary to set its priority - from one to five, where one is
the highest priority and five is the lowest. After submitting the first application, it will not be possible to change the
priority. In accordance with the recommendations of the HEI, which has to be conducted based on the competition,
rating lists are published, after which the entrant makes the final choice.

Such a complex admission system is aimed at raising the level of education of the population of Ukraine and
ensuring the implementation of the constitutional rights of citizens to equal access to higher education, monitoring
compliance with education standards, analyzing the state of the education system, and forecasting its development.
However, at the same time, it is difficult for school graduates. There is no clear predictive vision of the most
appropriate specialization for the student.

The wrong decision causes the entrant not to get state financing, enter to undesirable program, and could
become a not success d student. Given the difference in the admission procedure of foreign higher education
institutions, Ukraine cannot adopt the experience of supporting entrants. However, taking into account modern trends
and existing solutions, in this study we will analyze the relevance of using ML methods on the example of an admission
campaign of Lviv Polytechnic National University admission data.

The aim of the work is to apply and experimentally evaluate the accuracy of ML algorithms in solving the
task of predicting the chances of admission to the HEI. The performance indicators will be consider as an indicator of
model effectiveness. The most effective model could be used as a base intellectual component for an information
system aimed to support Ukrainian entrants.

Related works
A huge amount of students and entrants data is available in many HEI, which may be utilized to make future
decisions and improve future outcomes. As a result, there is a growing number of scientific research using ML methods
in the education area tasks [1]. Fig. 1 shows the growing number of researches in the Scopus database related to the
use of ML in HEI This section summarizes the main directions and obtained results of existing latest studies aimed
to predict HEI admission and describes some of them.

COME ) G LIMITTO [ SUBAEES, ENGE) G LIk SUBMAES  SaTHE OF LT

3 231 document results e b = = =3

Documents by year

Fig.1 Scopus search analysis dashboard

A common practice is to compare ML methods for solving classification problems. Applying such methods
as Logistic Regression, KNN Classification, SVM, Naive Bayes Classification, Decision Tree Classification, and
Random Forest authors aimed to predict the admission outcome of candidates with a set of known parameters.
Comparing the performance metrics of these methods allowed to highlight the most effective solution for each data
set [2-6].

As one of effective techniques authors used stacking to predict admission to a bachelor's program. It performs
better while compared to other regression algorithms such us, Linear Regression, SVM, Decision Tree, Random
Forest, and Stacking Regressor. To analyze all the models they presented evaluation metrics such as R2 Score, Mean
Absolute Error, Mean Square Error, and Root Mean Square Error for each case [7].

In other paper, authors use ML methods to resolve classification task to identify the possibility of enrollment
for a pool of applicants. There are two approaches presented in the study. The first one, based on SVM and LR models,
uses a given set of features and defines the total number of enrollments. The second approach directly implements a
semi-supervised probability model and a time series model and determines the number of applicants without
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identifying them individually. The results demonstrate that the presented models can predict enrollment with reliable
accuracy using only a small set of features related to student and college features [8].

With the aim to rid of the accuracy limitation produced by existing web applications or consultancy services,
this study uses a deep neural network (DNN) to predict the chance of getting admitted to a university according to the
student's portfolio. The DNN model outperformed the results in comparing with existing methods in terms of different
performance metrics in each benchmark [9].

Also, in one of the recent researches, the authors emphasize that there is a high level of unemployment and
the absence of enough internship or full-time job opportunities for college graduates caused of the coronavirus. At the
same time, the number of post-graduate applicants is growing. This makes the need to help applicants to understand
their overall admission chances. They use the feasible ordinary least squared multiple linear regression models to
analyze and predict the post-graduate school admission chance [10].

Current studies present experiment result based on datasets of various HEI. The problem-solving of entrants'
admission chances evaluation is critical in each country. There are studies aimed to support Bangladeshi students
intended to pursue higher studies abroad after completing their undergraduate degrees [ 11], to make recommendations
for Indian students who apply for the admissions of overseas universities to study abroad [12], for foreign students
came to USA [13].

They also analyze a student’s academic achievements historical data to predict graduate program admission
[14, 15, 16, 17.] or first-year admission [18, 19].

So today, various types of research consider the effectiveness of the application of ML methods in HEI
admission procedures, particularly an admission prediction task The analyzed studies confirm the practicality and
value of solving the problem of predicting admission. All the studies summarize that the presence of a decision support
system will positively affect both the life trajectory of the future student and the activities of the HEI. They show high
accuracy in terms of every settled task and used dataset. This set differs in individual cases according to the task at
hand. But the existing studies concerned different HEI, education programs, and even countries, different levels - the
first year, re-enrollment, master’s, or Ph.D. It is obvious that there is a need to collect and use specific data in every
separate case.

Since the research concerns the entrance of other countries and different admission rules, the task of
researching the application of ML models for predicting Ukrainian applicants' admission remains open.

Dataset description

The selection of data was limited by the following characteristics: entry year - 2021, qualification level -
bachelor's (entry to the first year), form of study - full-time, faculties - humanities and social sciences, computer
sciences and technologies. In connection with the beginning of the Russian-Ukrainian war, the rules of reception have
partially changed. As a return to typical procedures is envisaged, based on the external examination, the analysis was
carried out on the basis of data from the 2021 entry campaign. Data source: vstup2021.Ipnu.ua [20]. Total row number
is 2057 for the first case and 5600 for the second. Data preprocessing is described below.

Exploratory data analysis shows some outliers. There are many different methods to deal with outliers - leave
as is, drop them with dropna, fill missing values with test statistics like mean. In our case, there are few outliers.
Therefore, the best option will be removing the rows that contain outliers - applicants who entered with low scores
based on the privileges granted to them due to special cases of the admission rules. In order to removing redundancy
we deleted row id because it does not correlate to the dependent variable; hence, it was removed from the dataset.

Instead of introducing separate properties that correspond to the results of the external examination for each
subject, we used the Competitive score - this is a comprehensive assessment of the entrant's achievements, which
includes the results of entrance tests and other indicators calculated in accordance with the rules of admission to HEIL
In addition to the results of external examinations, the formula also provides for integral weighting factors determined
for each specialty and additional points for successfully completing the preparatory courses of a HEI in the year of
admission. In addition, corrective coefficients are also taken into account - rural (can be calculated for entrants
registered in the village and who graduated from a rural school in the year of admission), regional (for those entering
regional universities) and branch (for specialties that receive special support). These data are not listed separately in
the data source, but they are taken into account in the competitive score.

Proposed technique

To obtain more accurate results when applying ML methods, the algorithm of their ensembles is used, which
consists of the simultaneous application of several basic algorithms. When using them, the algorithms learn
simultaneously and can correct each other's errors. The ensemble itself is a supervised learning algorithm because it
can be trained and then used to make predictions, so the trained ensemble represents a single hypothesis. This
hypothesis, however, does not necessarily lie in the hypothesis space of the models from which it is constructed. Thus,
ensembles can have more flexibility in the functions they represent.

There are several approaches to building ensemble algorithms, including stacking, boosting, and bagging.
Boosting consists of the gradual application of each model while each subsequent one corrects the errors of the
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previous one. During bagging, the basic algorithms are trained in parallel, and the final results are aggregated. In
stacking, several different algorithms are trained, and at their outputs, the metamodel produces the final result.

There are a number of key advantages that the boosting method provides when used for classification or
regression problems, such as ease of implementation, bias reduction, and computational efficiency. So, in this work,
we investigated the accuracy of solving the binary classification task using a number of existing methods of ML, in
particular: AdaBoost, XGBoosting, and Gradient Boosting. We aim to evaluate the accuracy and efficiency of
boosting methods and the possibility of their future implementation. For better evaluation, we compare its result with
other different ML methods, such as SVM and Logistic Regression, for two separate datasets.

AdaBoost was the first really successful boosting algorithm developed for the purpose of binary
classification. AdaBoost is a very popular boosting technique that combines multiple “weak classifiers” into a single
“strong classifier”. Building on the work of Leo Breiman, Jerome H. Friedman developed gradient boosting, which
works by sequentially adding predictors to an ensemble, with each one correcting for the errors of its predecessor.
However, instead of changing the weights of data points like AdaBoost, the gradient boosting trains on the residual
errors of the previous predictor. The name, gradient boosting, is used since it combines the gradient descent algorithm
and boosting method.

XGboost is a decision-tree-based ensemble ML algorithm that uses a gradient boosting framework. It is one
of the gradient boosting implementations that is acknowledged as one of the best-performing algorithms used for
supervised learning. Its main advantage is high execution speed out of core computation. XGBoost algorithm was
developed as a research project at the University of Washington. Since its introduction, this algorithm differentiates
itself in a wide range of applications - can be used to solve regression, classification, ranking, and user-defined
prediction problems. XGboost preferred by data scientists because its high execution speed out of core computation.
More detailed description can be found in [21].

The simulations were performed using “Orange” software [22], an open-source online data visualization,
ML, and data analysis tool. It is equipped with a visual programming interface for fast qualitative analysis and
interactive visualization of data. The block diagram of this process is presented in Fig. 2.

Logstic Regression

P 5 /
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CR & _5.

A &
; NN r3 ROC Analysts
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&
Learngr &
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erd

AdaBoost

Gradient Boosting D

Cia

Fig. 2 Research simulation in the “Orange” software

Due to the sufficient size of the data sample, it was divided into training and test samples in the ratio of 80%
to 20%. Classification accuracy was assessed using 10-fold cross-validation. The essence of such a check is to compare
the results of the classification accuracy of the test and training sets. It is considered that the studied methods has
passed the test, provided that the classification of the test set gives approximately the same results in terms of accuracy
as the classification of the training set.

To evaluate the performance of the ML method, we use following performance indicators:

TP+1IN

Accuracy = —————
TP+FP+TN+FN’

Precision =————
TP+FP’

TP
TP+FN’

Recall =

(Recall x Precision)

F1_score=2x ——F——— |
- (Recall + Precision)
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where: TP are true positive observations, TN are true negatives observations, FP are false positive
observations, FN are false negatives observations.

Result and discussion
This section presents the results of work and a comparison of such ML methods as Gradient Boosting,
AdaBoost, and XGBoost. Table 1 and Table 2 describe the results obtained for each data set according to the accuracy
evaluation measures described in the previous section.

Table 1
Results of boosting ML methods, dataset 1
Model AUC F1 Precision Recall
XGBoost 0.890 0.919 0919 0.924
Gradient Boosting 0.888 0.915 0917 0.921
AdaBoost 0.804 0.890 0.889 0.891
Table 2
Results of boosting ML methods, dataset 2
Model AUC F1 Precision Recall
XGBoost 0.972 0.962 0.962 0.963
Gradient Boosting 0.967 0.962 0.961 0.962
AdaBoost 0.891 0.930 0.930 0.931

Taking into account the fact that the competitive scores of entrants of humanities majors can be higher on
average than those of mathematics and natural sciences, therefore, in this study, two separate cases of different
faculties are cursed and evaluated. This will allow for a more detailed evaluation of the effectiveness of the selected
methods and to avoid discrimination of technical specialties of higher education institutions.

The findings of this study clearly show that the XGboost method gives the most accurate results. The obtained
numerical values of the metrics were also confirmed by visual analysis. An error curve, the so-called ROC curve, was
used to visualize the research results (Fig. 3, Fig. 4). This is one of the most commonly used methods of demonstrating
binary classification results. The ROC curve shows the dependence of the number of true positive values on the
number of false positive values for each individual class. Accordingly, the studied classifier, whose ROC curve is
located above and to the left of the graph, demonstrates greater accuracy.

M AdaBoost

M xGBoost

M Gradient Boosting
B Logistic Regression
o svm

a)

M AdsBoost

M xGBoost

M Gradient Boosting
B Logistic Regression
M svm

Fig. 3 ROC-curves for the boosting methods, dataset 1: a) class 1 (admitted); b) class 2 (not admitted)
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Fig. 4 ROC-curves for the boosting method, dataset 2: a) class 1 (admitted); b) class 2 (not admitted)

For a better assessment of the researched methods, an analysis of the work of such methods as SVM and
Logistic Regression was also carried out. The results are presented in Figure 5.

ML methods accuracy result, dataset 1 ML methods accuracy result, dataset 2
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Fig.5 Comparison of the accuracy of the boosting methods with classical ML methods: a) dataset 1, b) dataset 2

As can be seen from both graphs of Figs. 3 and Fig. 4, ROC-curves several algorithms almost overlap. This
indicates that they are approximately equally effective. This is confirmed by the results presented in Table 1, and
Table 2. However, XGBoost shows slightly better results. This is also confirmed by numerical estimates of
comparison with other methods presented at Fig. 5. This provides the possibility of applying this method when

building a real system for predicting the success of the entrant's entry to HEIL.

Conclusion

ML algorithms are widely used in many fields of scientific and practical activity, including education.
Ensemble learning has been commonly used in machine learning on various classification and regression tasks to
improve performance by grouping individual algorithms. Boosting is one of the most popular ensemble learning
techniques, where a set of so-called weak learners, i.e., models whose performance is slightly better than random
guessing, is built.

The current development of decision-making support systems for applicants requires the search and
application of the most effective and accurate methods of predicting admission success. The need for the entrants to
decide on the choice of university and education program for admission arises every year during the admissions
campaign. So, supporting applicants remains relevant for all educational institutions. From the research, we were able
to verify the effectiveness of the application of ML methods and techniques to solve such a task.

This paper examines the task of supporting applicants' decision-making to HEI choosing an education
program for admission using ML boosting methods. It has been experimentally established that the highest accuracy
is achieved using the XGBoost method. The obtained results make it possible to consider the boosting method as the
basic algorithm of the recommender system, i.e., the components and decision support of applicants to the University
of Ukraine. Although the XGBoost method showed the highest accuracy, further research will be conducted in the

more detailed investigation of boosting methods and a more full dataset.
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METHOD OF REAL-TIME VIDEO STREAM SYNCHRONIZATION IN THE
WORKING ENVIRONMENT OF AN APPLE ORCHARD

Monitoring and analyzing the state of harvest in an apple orchard is essential for efficient horticulture. Unmanned aerial
vehicles (UAV5s) have been increasingly used for this purpose due to their ability to capture high-resolution images and videos of the
orchard from different perspectives. However, synchronizing the video streams from multiple UAVs in real-time presents a significant
challenge. The traditional controller-worker architecture used for video stream synchronization is prone to latency issues, which can
negatively impact the accuracy of the monitoring system. To address this issue, the authors propose a decentralized method using a
consensus algorithm that allows the group of UAVs to synchronize their video streams in real time without relying on a centralized
controller device. The proposed method also addresses the challenges of limited network connectivity and environmental factors,
such as wind and sunlight. The automated system that utilizes the proposed method was tested in an actual apple orchard. The
experimental results show that the proposed approach achieves real-time video stream synchronization with minimal latency and high
accuracy. As such, the SSIM index varies from 0.79 to 0.92, with an average value of 0.87, and the PSNR index — varies from 22 to
39, which indicates the decent quality of the received information from combined images. Meanwhile, the effectiveness of the
developed system with the proposed approach was proven, which is confirmed by a high average value of 82.69% of the reliability
Iindicator of detecting and calculating the number of fruit fruits and a low average level of type I (14.67%) and II (18.33%) errors.
Overall, the proposed method provides a more reliable and efficient approach to real-time video stream synchronization in an apple
orchard, which can significantly improve the monitoring and management of apple orchards.

Keywords: real-time video stream, synchronization, image stitching, apple orchard, unmanned aerial vehicles, decentralized
approach.

Onekcangp MEJIbBHUYEHKO

XMeJNbHUIBKUH HalliOHAIBHUH YHIBEPCUTET

METO/I CUHXPOHI3AIII BIZIEOIIOTOKIB B PEXKUMI PEAJIBHOI'O YACY B
POBOYOMY CEPEAOBUIII ABJIYHEBOI'O CAQY

MOHITOPUHI Ta aHa/I3 CTaHy BPOXaNHOCTI B S6/1YHEBOMY CaAy € BAX/MBUMU [V15 34IMICHEHHS] €QEKTUBHOMO CafAlBHULTBA.
be3ninoTHi nitanbHi anapamv (BI/IA) yce YacTile BUKODHCTOBYIOTECA U151 LifEi METY 3aBASKY IXHIV 34aTHOCTI 3HIMATV 306paeHHs Ta
BIAE0 BUCOKOI PO34i/IbHOI 34aTHOCTI cagy 3 pi3HuX paKypcis. O4HaK CUHXPOHI3AaL[ BIAEOMNOTOKIB I3 Kiflbkox BbIT/IA B peasibHoOMy 4acl
MOXE CrPUYUHSTU HUZKY TEXHIYHNX rpo6/ieM. TaK, TpaanuiviHa apXitekTypa yrpas/iiHHg rpyrnolo bIIA rig Ha3Bow <«KOHTPO/IED-
npayiBHuK», SIKa BUKOPUCTOBYETLCS A/1S CUMHXPOHIB3ALI BIAEOMNOTOKY, CXWIbHAa A0 Mpob/IeM 3 3aTPUMKOIO, LUO MOXE HeratuBHO
BIVIMHYTU HAa TOYHICTE CUCTEMU MOHITOpUHIY. TOMYy, [/1S BUPILIEHHS [104I6HOI rpo6iemy, y Ui po6OTI [POMOHYETC
JELEHTPal30BaHmi METO4 I3 BUKOPUCTAHHSAM KOHCEHCYCHOro anaroputmy, skuvi fae 3mory rpyri BITIA cuHxpoHi3yBatv cBoOi
BIICOMOTOKN B PEXUMI DEASILHOMO Yacy 6e3 Or/1S4y Ha LEHTPAas30BaHmi npUCTpivi KepyBaHHS. 3arporoHOBaHmi METO4 TaKoxX
BUPILLIYE POG/IEMI OBMEXEHOIO IMIAKIIIOYEHHS O MEPEXT Ta BPAXOBYE HEraTUBHMN BIUIMB YUHHUKIB HABKOJMLLHBOIO CEPEJOBULLAE,
TaKuX K rOpmBH BITPY Ta BUCOKY XMapHICTb. Po3pob/ieHa aBTOMaT30BaHa CUCTEME, LYO IPYHTYETLCS HA 3aIPOrIOHOBaHOMY METOA,
MOXKE rpaLioBaTv B CEPEAOBULILAX [3 HU3LKUM DIBHEM MIAK/TIOYEHHS Ta CrPaB/IATUCS 3 MPobeMamu, MoBA3aHUMU I3 YUHHNKaMU
poboHoro cepefosmLya @GPyKToBOro cagdy. Y pesy/ibTati MpOBEAEHHS EKCIIEPUMEHTA/IbHUX AOC/KEHb HAL aBTOMAaTU30BAHOK
CUCTEMOIKO BCTAHOBJIEHO, LU0 3arpOrOHOBaHMA iAxi4 3a6E3Meyye CUHXPOHIZaLII0 BIJEONOTOKY B PEasibHOMY Yaci 3 MiHIMa/IbHOK
3aTPUMKOIO Ta BUCOKOK TOYHICTIO. 30KPEME, OLIIHKa CUHXPOHI3aLii BIAEONOTOKIB 3a iHAEKcoM SSIM komBaeTbcs Big 0,79 zo 0,92 i3
cepegHim 3HaqeHHsM 0,87, a 3a iHaekcom PSNR — Big 22 10 39, 1o cBia4YnTb rpo BUCOKY eEKTUBHICTL pobOTH PO3PO6/IEHOI cyucTemu
3 BIAEOIOTOKaMU Ta BUCOKOKO SIKICTIO OTPUMAHOI iH@OPMALITi 3 KOMOIHOBaHNX 306paxkeHb. 3apa3om 6y/10 JOBEAEHO EpEKTUBHICTE
PO3PO6TIEHOI cCTEMY (3 3arIPOrIOHOBaHMUM [TIAX040M, YO IIATBEDMIKYETLCS BUCOKUM CEDEAHIM 3HAYEHHIM 82,69 % rokasHuKka
AOCTOBIPHOCTI BUSIB/IEHHS SOJTYK Ta HU3bKUM CEDEAHIM piBHEM rnoxnbok I (14,67 %) 1a II (18,33 %) pogy. 3ara/ioM 3arporoHoBaHmi
meToq 3abe3reqye OiflbLL HaaIiHMA Ta eQeKTUBHMI IMAXIA A0 CUHXDOHI3AaLII BIAEOMOTOKY B peasibHOMY Yaci B I6/TyHEBOMY Cafy, L0
MOXKE 3Ha4YHO MOKPALUNTH MOHITOPUHI Ta yripas/liHHS S0/TyHEBUMM CaaaMH.

Ki1to40Bi c/i0Ba. BIAEOMOTIK y PEa/IbHOMY Yaci, CUHXPOHI3aLIS, 06 €4HAaHHS 306paxeHs, S6/1yHEBIN casl, 6E3MIIOTHI /IiTa/lbHI
anapatv, AEeLEHTPa308aHmi rigxia.

Introduction

Apple orchards often face numerous challenges, including pest infestations, weather changes, disease
outbreaks, and labor shortages. These challenges can lead to reduced crop yields, increased costs, and even crop failure
[1]. Furthermore, traditional methods of monitoring and managing orchards [2], such as manual inspection, can be
time-consuming, labor-intensive, and often yield incomplete or inaccurate information.

To address these challenges, there is a growing need for implementing information technologies in apple
orchards. Using technologies such as drones, sensors, and computer vision can provide real-time data on crop health,
soil moisture, temperature, and other factors impacting fruit growth and yield [3, 4]. This data can be used to optimize
fruit management strategies, such as targeted irrigation, pest control, and automatic detection and calculation of the
amount of harvest that may increase fruit yields and reduce costs.

Specifically, monitoring and analyzing the growth and condition of apples in a fruit orchard is essential for
effective orchard management. Unmanned aerial vehicles (UAVs) have been increasingly used for this purpose due
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to their ability to capture high-resolution images and videos of the orchard from different perspectives [4]. However,
synchronizing the video streams from multiple UAVs in real-time presents a significant challenge [5].

The problem of real-time video stream synchronization from UAVs in the working environment of an apple
orchard is the focus of many recent kinds of research. The main challenge arises from UAVs being in constant motion
and subject to various environmental factors, such as wind and sunlight [5, 6]. Weather conditions cause significant
variations in the captured video streams, making it difficult to align them accurately in real-time.

Related works

Over the past decade, researchers have proposed several methods for real-time video stream synchronization
from UAVs in the working environment of an apple orchard. One approach uses a controller-worker architecture [7],
where one UAV is designated as the controller, and the other UA Vs are designated as workers [8]. The controller
UAYV generates a synchronization signal transmitted to the worker UAVs through a wireless connection [9]. The
worker UAVs then adjust their internal clocks to match the controller UAV, ensuring that all UAVs are synchronized.

Another approach [10] is to use visual odometry, which is a technique for estimating the motion of a vehicle
by analyzing the changes in the images captured by its camera. In other work [11], each UAV is equipped with a
visual odometry system that estimates its motion in real time. The estimated motion is then used to align the UAV
video streams. One of the challenges in using visual odometry is the accuracy of the motion estimation, which can be
affected by various factors such as camera calibration, image noise, and scene complexity. To address this challenge,
researchers have proposed various techniques for improving the accuracy of visual odometry, such as using multiple
sensors [12] and incorporating deep learning algorithms [13].

Some researchers have also proposed using sensor fusion to synchronize the video streams from multiple
UAVs, like in [14]. In another study [15], each UAV has multiple sensors, such as GPS, inertial measurement units,
and magnetometers. Such approaches employ advanced algorithms to fuse the sensor data to estimate the position and
orientation of each UAV in real time, yet commonly with low accuracy. In this case, the estimated position and
orientation are then used to align the video streams captured by the UAVs.

Overall, the problem of real-time video stream synchronization from UAVs in the working environment of
an apple orchard is a challenging research problem with significant implications for orchard management. Accurately
synchronizing the video streams from multiple UAVs can enable more accurate tracking of the growth and condition
of apple trees [16], leading to improved crop yield optimization. Additionally, the proposed methods for real-time
video stream synchronization from UAVs have applications beyond apple orchards and can be applied in other
dynamic environments where real-time video stream synchronization is essential.

Problem statement

From the literature review, it was observed that traditional approaches to video stream synchronization rely
on using a centralized controller-worker architecture [17], where one device acts as a controller, and the other devices
act as workers. However, this architecture is prone to latency issues, which can result in delays in video stream
synchronization and negatively impact the accuracy of the monitoring system. Additionally, the working environment
of an apple orchard presents additional challenges, such as limited network connectivity and environmental factors,
such as wind and sunlight, which can further exacerbate latency issues and make real-time video stream
synchronization more challenging.

Therefore, there is a need for a new method of real-time video stream synchronization in the working
environment of an apple orchard that can effectively address the challenges posed by multiple UAVs and
environmental factors. This method should be reliable, efficient, and able to synchronize video streams in real-time
with minimal latency while also being able to operate in low-connectivity environments and handle the challenges
posed by environmental factors. Such a method would significantly improve the monitoring and management of apple
orchards, allowing for more accurate and efficient decision-making.

Method of real-time video stream synchronization

The automated multi-level system proposed for detecting and calculating the number of similar structural
objects by a group of UAVs utilizes multiple hardware devices to capture video sequences of the target objects. This
unique feature enables the system to efficiently process and analyze a large number of video streams in real time. The
proposed system can be used in various applications, such as monitoring agricultural fields, detecting structural
damage in buildings, and assessing disaster areas.

Synchronizing video streams from multiple UAVs can be complicated due to various factors, such as the type
of video cameras used, speed differences in receiving video streams, and distorted or missing video streams.
Differences in flight characteristics and video capture methods between UAVs from different manufacturers can also
negatively affect the detection quality and accuracy of structural object calculations. To address these problems, this
study proposes a new method for real-time video stream synchronization. The method involves merging video
sequences obtained from each drone in a group during an operational mission into a single image of a fruit tree to
prevent issues with receiving video sequences. The proposed method is implemented through several software blocks
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combined into a single information system to create a behavioral signature, detect, and calculate the number of
structural objects representing apples on trees. The method is depicted in fig. 1.
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Fig. 1. The scheme of the method of real-time synchronization of video streams

The method consists of the following main components:

1. Block I: unit for adjusting the speed of transmission of video streams. While conducting a software mission
in the working area, the group of UAVs generates video sequences that are transmitted over the network to the
detection software module. However, these sequences enter the module at different times, which can be due to several
factors, such as fluctuations in the network connection, the type of cameras used by the UAVs, and the speed at which
the drones move in the working area, among others.

Given the characteristics of the video stream flow in the work environment, the speed adjustment unit
constructs a software framework that incorporates mechanisms to process the transmission speed of video streams and
establishes the functionality of halting and receiving a video stream. When the block for adjusting the transmission
speed of a video stream transitions to the «waitingy state, it guarantees the reception of all video streams from each
UAV simultaneously.

The block’s generated software structure includes the following features [18]: 1) an identifier specific to the
drone, 2) bytes set of the video frame, 3) the video sequence’s frame rate, 4) the time of the speed correction block
receiving the video frame from the drone, and 5) coding format of the video frame. When block completes its task, it
transitions to the «execution» state and delivers the generated multiple program structures to the next execution block.

2. Block 2: synchronization of video streams in time. The functioning of this block is based on the quantity
of program structure sets received from the preceding block responsible for the speed correction of video streams.
Initially, the video stream synchronization block inspects the number of program structure sets and processes the
following scenarios accordingly:
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2.1. A critical state is triggered if the number of program structure sets received by the synchronization block
does not match the number of drones. The block then generates a request to retrieve the most recently saved program
structure from the database of merged video frames. If the database contains the requested program structure, it is sent
to the self-recovery module upon request. However, if the requested program structure is not in the database, a critical
request is immediately issued to terminate the operation since it suggests that the UAV group failed to complete its
mission. First, the video frame fusion unit checks the equivalence of the generation time of a set of program data
structures. Performing a characteristic time check ensures the integrity of the generated data while creating one
program data structure.

2.2.If video streams are successfully synchronized, the behavioral signature transitions to the “video
sequence storyboarding” state. However, each drone may have different hardware that encodes video frames
differently. Therefore, to ensure the unit can detect and calculate structural objects, the frames are converted into a
single software format as an image. A derivative unit is developed that decodes the video frames into the required
system format and creates program structures. The decoding time is recorded and added to the structure. As a result,
the output of this block is a set of program structures that act as input data for the next block, which merges the video
frames.

3. Block 3: Unit for merging video frames. To ensure that the software objects used by the neural network
have accurate geometric parameters, video frames captured by drones at various heights and angles are transformed
using algebraic image transformation algorithms. The video cameras used by drones from different manufacturers
have varying capture widths, and the weather conditions in the working environment can affect the camera’s stability
and distort the visual area. The dynamic nature of the working environment means that weather conditions and wind
gusts can change during the UAV group’s mission. Fig. 2 shows a diagram of the execution process of the video frame
fusion block.

DNIAODAd AWVHA OFAIA

DETECTION AND
COMPUTATION

COMPUTED NUMBER OF
STRUCTURAL OBIECTS

VIDEO FRAME MERGING

Fig. 2. Process diagram of the video frame fusion unit
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The video frames undergo further transformation through the following steps:

Step I: The interlaced video frame represented by a set of bytes is converted into a file. The software
mechanisms then check the file’s metadata, including file type, geometry, color space, resolution, and channel depth,
by determining the file’s signatures.

1.1) The set of images obtained in Step 1 is then corrected for rotation angle using an affine transformation,
resulting in transformed video frames with coinciding geometric feature values.

1.2) The converted images are then sent to the software merge function.

Step 2: The corrected images are merged into a single image by fusing them.

2.1) The merged image may contain graphical artifacts, such as overexposed or underexposed areas and
varying depth of field between frames. To address this issue, a software filter defined in the system is applied to mask
the transitions between the frames. This filtering ensures that the merged video frames appear as a single image
without noticeable transitions and with transparent edges.

2.2) The software compression engine receives the filtered video frames.

2.3) The video frame compression process involves an affine transformation that relies on the geometric
transformation parameters of the neural network algorithms’ input data. Since the video frames captured by the UAVs
are rectangular, the compression mechanism converts them to a square shape for maximum efficiency in detecting
and calculating the number of structural objects. This step results in a set of video frames ready for merging.

2.4) The set of prepared video frames from step 2.3) is then passed to the software fusion function.

2.5. Merging multiple video frames into one complete image produces a matrix-type object program data
structure. Each element of the matrix corresponds to the color code value of a single graphic pixel. This matrix forms
a continuous representation of a fruit tree, where all the single video frames from different drones combine into one
image.

2.6) The data obtained in step 2.5) is then stored in the internal database of merged video frames.

2.7) The matrix software data structure is sent to the software module responsible for detecting and
calculating the number of structural objects with similar characteristics.

The successful execution of the video frame fusion block results in a program data structure represented by
a matrix of color codes. The fusion unit incorporates a functionality element that stores merged video frames in the
internal database, which ensures system integrity in the event of a critical failure. The video frame fusion unit uses
image conversion mechanisms to automatically process all video streams received during the UAV group’s program
mission. The system can identify critical failures that distort the data structure’s integrity and store them in an error
log to prevent their use as input parameters for further processing. Therefore, the video stream synchronization
component ensures data integrity and prevents the system from processing distorted information.

Experimental results
The structural similarity index (SSIM) and the peak visual signal-to-noise ratio (PSNR) index [19] were used
to evaluate the effectiveness of the real-time video stream synchronization method that is proposed in this work.
The SSIM index is formalized as follows

(2n,1,+C)(20,+C,)
(ui+ui+Cl)(af+o"5+C2) ’

SSIM = (D

where p . and p, are the mean values of pixels in the input and merged images, respectively, ol and o)
are the standard deviations of pixels in the input and merged images, respectively, o, is the covariance between

pixels in both images, C, and C, are constant values that allow stabilizing the resulting value of the formula.
The PSNR index is formalized by the formula

MAX?
PSNR =10log,, | ———L |,
gm[ VSE J 2

where MAX, is the maximum pixel value in the original image /;

m—=1 n-1

MSE=—Y">[1(i,/)~K(i./)]

mn -y j=o

where [ is a set of three original images of total mxn pixels, K is the mxn merged images.
Achieving the efficiency of video stream synchronization according to (1) consists of obtaining a value from
0.5 to 1, considered a high-efficiency value; at the same time, an SSIM value in the range of 0 to 0.49 indicates
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ineffective synchronization. Formula (2) represents the degree of quality of the image obtained because of the merging
operation; the value of the PSNR index is calculated as the ratio between the maximum possible power of the visual
signal and the noise present in the image; the higher the value, the better the quality of the received image.

Table 1 shows the results of the video stream synchronization module of the automated system implementing
the corresponding method for a stream of 12 consecutive groups of video frames randomly selected for testing; each
group contains three video frames obtained from three UAVs, which are further combined into one image.

Table 1
The study outcomes of the efficiency of the video stream synchronization method
achieved by the UAV group.
Index .Of a merged SSIM PSNR Index .of a merged SSIM PSNR
image image
1 0.90 35.20 7 0.86 31.43
2 0.45 27.22 8 0.47 27.87
3 0.72 37.50 9 0.90 30.12
4 0.85 29.11 10 0.83 31.54
5 0.87 36.90 11 0.52 28.91
6 0.91 39.10 12 0.86 30.36

From table 1, SSIM performance ranges from 0.79 to 0.92, with an average value of 0.87. At the same time,
images for which the value of the SSIM index is less than 0.50 are considered distorted by the system. Currently, those
merged images with a PSNR index value greater than 30 are considered high quality; at the same time, PSNR values
less than 30 indicate low image quality, which may be caused by external factors of the working environment (strong
gusts of wind, precipitation, etc.).

If the current image has an SSIM index value less than 0.50, and the SSIM index value is less than 30, then
this image will be considered distorted by the system and will therefore be discarded and will not go to the next module
of detecting and calculating the number of structural objects.

In order to evaluate the practical validity of the proposed method, we applied an object detector [20] to the
merged images to identify and classify apples that appear on the trees. A comparison of the estimates of the types I
and II errors obtained by the UAV group during experiments under different weather conditions is shown in fig. 3.

Evaluation of the error rate

0,3 0,26
0,25 0,22
0,2 0,18

0,14
0,15 0,11

0.1 0,08

0,05

Sunny Gloomy High shading
Type I error Type Il error

Fig. 3. Comparing the evaluation of errors made by the UAV group in various weather conditions

Fig. 3 demonstrates that the quality of fruit recognition in natural conditions is heavily influenced by weather
factors and the presence of shading caused by other trees in the target work zones. These factors, in combination with
visual noise such as leaves and tree branches, make it challenging to identify and track target objects in real-time
dynamics. This is mainly due to the limited coverage angle of UAV cameras.

The conducted experiments confirmed the effectiveness of using a group of UAVs as part of an automated
system for flying over an orchard in various weather conditions. The results showed that under sunny and overcast
conditions with soft shade, the system had high accuracy and reliability with type I and II errors at 8% and 11%,
respectively; under sunny conditions, and 14% and 18%, respectively; under cloudy weather. However, the errors
were higher at 22% and 26% under highly shaded conditions, respectively. It is important to note that the presence of
visual noise in the orchard, such as fruits being covered by leaves and branches, means that the UAV group and the
automated system cannot achieve 100% efficiency in natural conditions, which is a promising area for further research.

An experimental study was conducted to evaluate the effectiveness of the developed automated system in
detecting and calculating the number of fruits in natural conditions. The evaluation criteria included: a) the E index to
determine the effectiveness of automatic route determination for the UAV group, b) the accuracy indicators for fruit
detection and type I and II errors, and c) the indicators for the effectiveness of real-time synchronization of video
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frames SSIM and PSNR. The results of the experiments showed that the developed automated system is efficient, as
evidenced by a high-reliability indicator of 82.69% on average for detecting and calculating the number of fruits.

Conclusions

The developed automated system with the proposed method can detect and count apples in real time in an
orchard. Specifically, the system can receive multiple video frames in real-time from several UAV cameras,
synchronize these video frames with each other into one informational data structure, and optimize image quality to
improve the detection of apples. The system’s video stream synchronization is evaluated based on the SSIM index,
which ranges from 0.79 to 0.92 with an average value of 0.87, and the PSNR index, which ranges from 22 to 39. These
results indicate the system’s high efficiency with video streams and the decent quality of the information received
from combined images. Moreover, the effectiveness of the developed automated system was confirmed by a high
average value of 82.69% of the reliability indicator of detecting and calculating the number of fruit fruits and a low
average level of type I (14.67%) and II (18.33%) errors.

Further research will be conducted to explore the potential of integrating deep learning algorithms into the
system to improve the accuracy and efficiency of image processing.
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