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Lesia MOCHURAD

Lviv Polytechnic National University

CUDA-BASED PARALLELIZATION OF GRADIENT BOOSTING AND BAGGING
ALGORITHM FOR DIAGNOSING DIABETES

Data, its volume, structure, and form of presentation are among the most significant problems in working in the medical
field. The probability of error is very high without innovative high-tech data analysis tools. It is easy to miss an important factor that
is critical but lost among other, less important information. This work aims to study the proposed parallel gradient boosting algorithm
in combination with the Bagging algorithm in the classification of diabetes to achieve greater stability and higher accuracy, reduce
computational complexity and improve performance in medicine. The methods of parallelization of the Gradient Boosting algorithm
in combination with the Bagging algorithm are investigated in the paper. Performance scores were obtained. approximately 7 using
ThreadPoolExecutor and an eight-core computer system and 9.5 based on CUDA technology. Performance indicators that go to the
unit are calculated. This, in turn, confirms the effectiveness of the proposed parallel algorithm. Another significant result of the study
Is improving algorithm accuracy by increasing the number of algorithms in the composition. The problem of diagnosing a patient's
diabetes based on specific measurements included in the data set is considered. Detailed analysis and pre-processing of the selected
dataset were performed. The parallelization of the proposed algorithm is implemented using the multi-core architecture of modern
computers and CUDA technology. The process of learning models and training samples was parallelized. The theoretical estimation
of the computational complexity of the offered parallel algorithm is given. A comparison of serial and parallel algorithm execution
time using ThreadPoolExecutor when varying the number of threads and algorithms in the composition is presented. And also, the
comparative analysis of time expenses at consecutive and parallel execution based on CPU and GPU is carried out.

Key words: ensemble of models, acceleration, graphic processor, CUDA technology, machine learning, classification
problem.

Jlecs MOYYPA/]

HanionansHnii yHiBepcuTeT «JIbBiBChKA MOTITEXHIKA»

PO3ITAPAJIEJIIOBAHHSA AJIT'OPUTMY I'PAAIEHTHOI'O BYCTHUHI'Y TA
BEITIHI'Y IJS JIATHOCTUKHU JIABETY HA OCHOBI CUDA

BaX/mBuM acriekToM, KU BIAPIBHAE MEAUYHI AAHI B GIfIbLIOCTI IHIMX, € TE, 1O OB EKTUBHICTb, TOYHICTb, AKICTb |
CBOEYACHICTb Pe3Y/IbTATIB € KDUTUYHO BaX/IMBUMK | OBUHHI ITOCTIVIHO CTaBUTUCS 11 CYMHIB.

OfHy 3 HaBIIbLUMX CKIGAHOLYIB B MPOLIEC pobOTH B MEANYHIV CEDI CTaHOB/ISTL AaHi: iX 06'€EM, CTPYKTypa Ta ¢opma
NIPEACTaBNIEHHS. OYEBUAHO, 1O 6E3 IHHOBALIVIHUX BUCOKOTEXHO/IOMYHUX HCTPYMEHTIB aHasl3y JaHuX, MOBIDHICTb MOMU/IKU € AyXKe
BUCOKOIO, afke JIErKo IMPOryCTUTH SKUCh BaXIIMBIY QaKTop, YO € KDUTUYHNM, a/le 3ary6/ieHuM CEPE] IHLUOL, MEHLL BaXJmBOi
iH@opmauii. ¥ poboTi JoiAKeHO MeToan napanesizadii aaroputMy [pagieHTHOro ByCTUHIY y MOEQHaHHI 3 a/ropuTMoM berriHry.
Po3r/isiHyTO 3a4a4y AlArHOCTUYHOIO MPOrHO3YBAaHHS HASBHOCTI y NALIIEHTa AIabETy Ha OCHOBI MEBHUX BUMIPIOBAHb, BK/IIOYEHNX A0
Habopy aarux. lpoBegeHo JeTanbHu aHai3 1a rnonepeqHio 06pobky obpaHoro Aatacety. Po3napane/itoBarHHs 3arnpornoHoBaHoro
a/IrOPUTMY PEAs30BaHO 3a AOMOMOror Mogy/d Python — concurrent. Futures, a came vioro kiacy — ThreadPoolExecutor Ta TexHosorii
CUDA. 34iYicHeHO napanenizauiio rpoyecy HaByaHHs Mogesied Ta HaBYa/lbHOI BUOGIDKW. HABEAEHO TEOPETUYHY OLIHKY
064U CIII0Ba/IbHOI CKIIGAHOCTI 3aIIPOrIOHOBaHOIO 1apasesibHoOro a/roputmy. [IPOBEAEHO MOPIBHSAHHS YacCy BUKOHaHHS MOC/TIJ0BHOMO Ta
118pasnesibHOro aaropuUTMIB rpy BUKOPUCTaHHSIM ThreadPoolExecutor rpy Bapiauii KiflbKOCTi IOTOKIB Ta airopuTMiB B KOMAIO3NLiT. A
TAKOX 34IMCHEHO TMOPIBHS/IBHI aHasI3 YacoBuX BUTPAT NPy MOCTJOBHOMY Ta MapasesibHOMy BUKOHaHHI Ha ocHosi CPU i GPU.
OTDUMEHO TIOK33HUKU TPUKOPEHHS. NPpU6/n3HO 7 rpu BukopucTaHHi ThreadPoolExecutor 1a BOCbMUSAEPHOI 06YNCITIOBAIIbHOI
cucremn 1a 9,5 Ha ocHosi TexHosnorii CUDA. O64YnCieHo MoKasHuku eQEKTUBHOCTI, SKI NPsSMyroTs 40 oanHuli. Lo, B cBoro Yepry,
MIATBEDLKYE EQPEKTUBHICTL 3aIPONOHOBAHOIo [1apasiesibHOro aaroputmy. LUe oaHumM Baximsum pe3y/ibTaToM AOC/MKEHHS €
AOCArHEHHS KPALYOi TOYHOCTI a/iropuUTMy 3a PaxyHOK 30I/IbLLIEHHST KiJIbKOCTI 3/IrOPUTMIB Y KOMITO3MLII.

Krmo4oBi crioBa. aHCcaMb/1b MOAENEY, MPUCKOPEHHS, rpagidHmi rnpoLecop, TexrHosoris CUDA, MaluMHHE HABYaHHS, 3a4aqa
Kacugikadii.

Introduction

Today, one of the most important factors influencing the development of human society is artificial
intelligence (AI). The latter is used in various fields of health and medicine [1-3]. An important aspect that
distinguishes medical data from most others is that results' objectivity, accuracy, quality, and timeliness are critical
and should be constantly questioned.

Various methods of machine learning for disease diagnosis have attracted attention in recent years [4]. With
the increase in the number of people coming to hospitals, conventional traditional methods may not be enough. Thus,
various forms of Al, such as natural language processing [5, 6], data processing algorithms [7, 8], clustering, and
classification [9, 10], should be used to improve the efficiency of the medical system significantly.

The use of Al has some benefits: it reduces human error, saves time and money, and improves service
delivery. Moreover, machine learning methods have repeatedly shown better accuracy compared to medical personnel.

The basis of medical diagnosis is the problem of classification. The diagnosis can be reduced to a problem
with displaying data to one of the different results. In some cases, the task is only to determine based on data (such as
radiographs or electrocardiography) whether the patient has a specific disease — (1) or not — (0).
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Over the past few years, the growth of diabetes among people has become exponential [11, 12]. A health
report shows that about 347 million people worldwide suffer from diabetes. Diabetes affects not only the elderly but
also the younger generation. Detecting diabetes at an early stage is a big problem. Therefore, diagnosing diabetes at
an early stage will be helpful in the decision-making process of the medical system and will help save lives. After all,
prolonged diabetes leads to the risk of damage to vital organs of the human body.

Globally, the incidence of diabetes is snowballing, even if we consider the increase in population in recent
decades. This, in turn, leads to rapid growth in the amount of medical data. This increase in health data means that Al
will be increasingly used in this area. In this case, for the effective operation of Al methods, their accuracy and the
speed of execution must be high, which makes the topic of the study relevant.

The healthcare information technology industry is changing daily. As a result of this rapid development, new
scientific advances in machine learning have enabled the healthcare industry to utilize several revolutionary tools that
use natural language processing, pattern recognition, and "deep" learning. Of course, enterprises still have work to do
before machine learning and Al can meet the needs of modern medicine. Still, it is worth noting that innovative
technologies are already leaving their mark in the environment of medical data analysis [13-16].

The main contribution of this article can be summarized as follows:

1. We have proposed an accurate and computationally efficient approach to the parallelization of the
combination of two algorithms — Gradient Boosting and Bagging — to solve the diagnostic prediction of the presence
of diabetes in patients based on specific measurements. This provides an opportunity to significantly optimize the
computational process by parallelizing it, solving significant data processing in medicine;

2. We have developed an algorithmic implementation of the proposed approach. The relevance of the
development of the multi-core architecture of modern CPUs and the use of CUDA technology for graphics processors
was taken into account;

3. We have demonstrated the reduction of computational complexity using the proposed algorithm; we have
an acceleration of approximately seven times for the octa-core architecture of the corresponding computing system
when using ThreadPoolExecutor (this result can be significantly improved by choosing a CPU with more than eight
cores) and 9.5 times for GPUs based on CUDA technology; the efficiency indicator which goes to the unit is
calculated; achieving better algorithm accuracy by increasing the number of algorithms in the composition, which is
an excellent opportunity to increase the efficiency of the model.

Related works

Since the problems investigated in this paper are relevant, an analysis of the literature related to this range of
tasks was conducted. This provided an opportunity to study the studied algorithms in detail, determine the
achievements in their use for the diagnosis of diabetes, and explore existing approaches to improve the Gradient
Boosting algorithm.

In [17], the author used boosting and running to enhance the decision tree algorithm in predicting diabetes
risk. An accuracy of 89.65% was achieved. Despite the high precision, the question of the execution time of the
algorithms remains open. After all, small amounts of data (768 instances) [18] were used by the author, which suggests
that the time will be too extensive with more data. So, in contrast to the previous one, in this paper, the dataset [19]
that provides information about 10000 patients was chosen in order to find and test methods of accelerating the
proposed algorithms.

Many machine learning methods have been discussed, starting from different basic algorithms such as the
logistic regression, a modified support vector machine, a decision trees, to further classification including the Iterative
Dichotomiser 3, C4.5, C5.0, J48 and Classification and Regression Tree and the naive Bayes on diabetes detection
[20]. Ensemble methods, such as Bagging, Boosting, and Random Forest (RF) regressors, are further used to enhance
the accuracy and performance of models. These techniques have been implemented on all types of platforms such as
Python or MATLAB, and the models have been analyzed using different parameters such as area under curve or
confusion matrices or mathematical terms such as the Root-mean-square error or Mean absolute error. However, the
work does not provide an analysis of parallel algorithms for solving the problem of big data analysis on diabetes
detection. And today, the possibility of speeding up decision-making in medicine is extremely important.

A comparison of gradient boosting with two other machine learning algorithms: RF and neural networks on
a dataset for diagnosing diabetes was carried out in [21]. Studies have shown the benefits of boosting. This article
provided a better understanding of the benefits of the practical application of this method.

The research paper [22] presents a methodology forclassification of diabetic and normal heart rate variability
signals using deep learning architectures. The classification system proposed can help the clinicians to diagnose
diabetes using electrocardiogram signals with a very high accuracy of 95.7%. As the authors note, the highest value
published for the automated diabetes detection with HRV as input data was obtained in the work. And further
improvement in accuracy can be obtained using a very large-sized input dataset. However, this, in turn, requires
modification of existing algorithms in order to obtain a solution in real-time.

In [23], the authors improved the parallel efficiency of the decision tree by proposing a new GBDT system —
HarpGBDT. This approach includes a block strategy of parallelism and extension of the TopK tree growth method
(which selects the best K candidates of tree nodes to allow more levels of parallelism without sacrificing the
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algorithm's accuracy). In addition to the description of this approach, the paper presents a comparative analysis with
other parallel implementations, which states that despite the many advantages over other approaches, the operating
time is longer. This, in turn, indicates the need to find a method of parallelization, which will give a significant
acceleration among the many advantages presented in the paper.

The authors paralleled Boosting and Bagging [24]. The research was conducted using decision trees and two
standard data sets. The main results are that the sample size limits the achieved accuracy, regardless of the
computational time. Therefore, this work encourages experiments on larger data and attempts to improve accuracy.
The paper also demonstrated the parallelization of Boosting and Bagging methods separately, confirming our proposed
method's novelty.

In [25], the authors developed the idea of ensemble learning, combining adaptive Boosting and Bagging for
binary classification. The algorithms were tested on different data sets, showing improved accuracy and reduced error
rates. However, this algorithm has increased the computation time. This study further actualizes the problem of
parallelization of the combination of Boosting and Bagging algorithms.

In the work [26] a stacked ensemble-based deep neural network approach is proposed for diabetes possibility
assessment in the early stages. As a result, the proposed method achieved the highest success rate with 99.36%
accuracy and 99.19% AUC. But the proposed approach was tested on a dataset of 520 patients. In the work, the authors
did not investigate the problem of speed of decision-making and changes in accuracy when the number of patients
increases.

Thus, an analysis of the literature has shown that the use of the Gradient Boosting algorithm to diagnose
diabetes is not sufficiently studied. Researches usually use an insignificant volume of data, and the realized
parallelization marches do not provide the expected acceleration. In addition, no works have been found that describe
the development of a similar algorithm to what will be implemented and investigated in the following sections. This
once again confirms the value and relevance of this work.

Methodology

Combining Gradient Boosting and Bagging

As is known [27], Begging classification technology uses compositions of algorithms, each of which learn
independently. In this case, each model is studied on a separate sample formed from the original data set. The output
of the ensemble is determined by averaging the outputs of the basic models. The method allows to improve the
accuracy and stability of machine learning algorithms, reduce error variance and reduce the effect of retraining. The
method was initially developed for classifiers based on decision trees, but now it can be used for any model. At any
given time, the model results are weighted based on previous results. Correctly predicted results are given less weight,
and those that do not meet the classification — more. Therefore, several subsets are randomly selected from the set of
source data, containing the number of objects corresponding to the number of objects in the original set. Remember
that because the selection is random, the set of objects will always be different: some examples fall into several subsets
and some into none. A classifier is built based on each sample. The results of the classifiers are aggregated.
Aggregation of results usually occurs by averaging or voting. Moreover, the first option is used in the regression
problem, and the second — classification.

Advantages:

e asignificant increase in the accuracy of the prediction of the ensemble relative to the basic classifiers
(from 10% to 40%). It is achieved by reducing the variance of the predictions of the basic models in averaging. Scatter
is the variance of the answers of our models. The scatter shows how sensitive to small changes in the sample the
algorithms are;

e  small offset. Offset — the deviation of the average answers of all models from the answers of the most
optimal model. The offset characterizes how complex the family of algorithms is, how much it can restore complex
patterns;

e the use of bagging reduces deviations.

Disadvantages:

e insufficient mathematical justification for improving the accuracy of predictions.

Like bagging, the main task of this method of aggregation is to convert a set of weak classifiers (i.e., those
that assume many errors in the test sample) into a stronger one. But, unlike the previous one, the training takes place
sequentially, and each subsequent classifier aims to compensate for the shortcomings of the previous one. The result
is usually a weighted linear combination of responses of all algorithms used.

The general idea of Boosting algorithms is to consistently apply predictors so that each subsequent model
minimizes the error of the previous one [26].

Advantages:

e as an ensemble model, boosting is an easy-to-read and interpretive algorithm that makes predictive
interpretations easy to use;

e the ability to predict is effective through the use of cloning techniques, such as bags or RF, and decision
trees;

e  boosting is an elastic method that easily curbs re-equipment.
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Disadvantages:

e  emission sensitive, as each classifier is obliged to correct the errors of the predecessors;

e the method is almost impossible to increase. This is due to the fact that each evaluator bases his
correctness on previous predictors, which complicates the ordering procedure.

The gradient boosting method works consistently by adding new ones to past models to correct the mistakes
made by previous predictors.

This method changes the weights with each iteration, teaching new models on the residual error of the past
(moving to a minimum loss function).

Here are the steps to implement gradient Boosting:

1. The model is based on data collection.

2. This model makes predictions for the entire data set.

3. Errors are calculated according to forecasts and true value.

4.  The new model is built, taking into account errors as target variables. At the same time, we strive to
find a better separation to minimize error.

5. The predictions made with this new model are combined with the previous ones.

6.  Errors are recalculated using these predicted values and true values.

7.  This process is repeated until the error function stops changing or until the maximum number of
predictors is reached.

Basic algorithm learning is consistent. Suppose that at some point N —1 algorithms b1 ()C),...,be1 (x) are

N-1

trained, i.e. the composition has the form: a,_,(x) = an (x).

n=1

Now another algorithm b, (X) is added to the current composition. This algorithm is trained to minimize the

!
composition error in the training sample: ZL( y,a(x)+b(x)) - min, .
i=1

First, it makes sense to solve a simpler problem: to determine what values of §;,...,5, should take the

algorithm by (X.)=5, on the objects of the training sample, so that the error in the training sample is minimal:

!
F(S)= Y L(y,a(x)+s) - min , where § =(S,...,5,) — vector of shifts.

i=1
In other words, it is necessary to find a shift vector § that will minimize the function F (S). Since the direction
of the greatest decrease of the function is given by the direction of the antigradient, it can be taken as a vector §:

§==VF =(=L (3,0, (x), ., =L (3, a0y, (x,))).

The components of the shift vector § are, in fact, the values that the new algorithm bN (X) must take on the
objects of the training sample to minimize the composition error. Learning bN (X), thus, is a learning task on marked
data, in which {(x, s)} is a training sample.

It should be noted that the information about the initial loss function L(J, z), which is not necessarily

quadratic, is in the optimal shift vector §. Therefore, for most tasks in learning bN (X) we can use the quadratic loss

function.

When it is necessary to solve a complex computational problem and no algorithm is ideal, ensembles are
used [28]. Ensembles make it possible to combine several algorithms that learn simultaneously and correct each other's
mistakes. To date, they give the most accurate results.

A total sample of elements is first taken, then divided into sub-samples. Then the sample data are fed
parallelly to the input of the basic algorithms, as in the bagging. The difference is that the basic algorithms are gradient
boosting algorithms. After completing the process of independent learning, the algorithms are combined into an
ensemble model. By inputting test characteristics to the algorithms, we can obtain the final prediction of the model,
taking the average value of all predictions.

Description of the proposed algorithm

1. Specify the required number of gradient boosting models that we want to build. Let it be 72 .

2. Divide the initial data N by # subsamples, where 72 is the number of models of gradient boosting,

which is specified in step 1. We obtain N, ..., N, models of size M, where m=1N, / n is the amount of data in each

n

model of gradient boosting.

MDKHAPOJITHUI HAVKOBHIA KYPHAJI . 9
«KOMIT'IOTEPHI CUCTEMH TA IHOOPMAIINHI TEXHOJOTI'TI», 2023, No 2



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

3. Next, we implement the Bagging algorithm, running the training for each model of gradient boosting
separately. In this case, each model is given a corresponding sub-sample for training (the first model is the first sub-

sample, etc.). We get Wl('), w, (), s W, () independent weak learners (one for each subsample).

4. At each iteration, we fit the weak learner to the gradient of the current selection error relative to the

current ensemble model. s,()=s,,()—c¢,*V, E(s, ), where E() is the fit error of this model, ¢, is the coefficient

corresponding to the step size, =V, Ei (s,,) is the gradient of the fit error relative to the ensemble model.

5. Atthe output of the Bagging algorithm, we obtain n trained models (classifiers) of the Gradient Boosting
algorithm.

6. To perform the prediction (assigning an object to a certain class), we pass the object to each of the
models, namely a number of its features that need to be classified.

7.  As aresult, each model of Gradient Boosting assigns an object to the class to which the probability of
belonging of the object according to its calculations is the highest. Belonging of object X to each of the classes:

1

P(y=1|x)= =1+6Xpm'

I
rexp(eat))’ L =1

8.  Then find the average value between all predictions obtained from n models.

9. Round off the determined average value to the nearest integer, which will be the result of the algorithm
of combining Bagging and Gradient Boosting, and, consequently, the class to which the transferred object belongs.

It is possible to parallelize the combination of algorithms in step 3 of the proposed algorithm, during which
the models are studied sequentially, independently of each other.

Since the models learn independently, we can run their training parallelly. This is one of the main reasons
why we used the idea of combining the Bagging algorithm with Gradient Boosting.

For example, when classifying the Gradient Boosting model, several classifiers are also trained. Still, this
process cannot be parallelized, because here each subsequent classifier uses the results of the previous one and does
not work independently, as in Bagging.

Therefore, when parallelizing, we change step 3 in the algorithm for combining Begging with Gradient
Boosting, running parallel training for each model of Gradient Boosting separately. In this case, each thread will work
with its subsample and its model.

Parallelization

Gradient boosting is a sequential algorithm for learning trees because the result of the previous weak
algorithm is the input for another. That is why it is impossible to perform training parallelly. However, using gradient
boosting as a basic algorithm for bagging will allow us to perform training parallelly.

The parallelization of bagging is quite simple. The training set is divided equally among the available
processors (streams). Each processor (thread) executes a sequential algorithm until the appropriate predictions are
made. In general, it is a good idea to divide the training set randomly to make sure that the predictions created by each
processor (thread) do not contain unnecessary biases.

Parameters to select for the parallel ensemble technique: sample size used and number of iterations.

We will implement parallelization using the Python module — concurrent Futures, namely its class —
ThreadPoolExecutor and CUDA technology [29].

We will parallel the learning process. The training sample will also be parallelized. In a single-threaded
system, the training vectors will be sent to the classifier one by one. In a parallel system, these learning vectors will
be separated between streams.

Threads in Python are a form of parallel programming that allows a program to perform multiple procedures
simultaneously. Flow-based parallelization is especially well suited for accelerating applications that work with large
amounts of data.

ThreadPoolExecutor is a utility that is built into Python 3, is located in the concurrent Futures module [30]
and is designed to distribute code execution among threads (a pool of threads is formed). You must first import it from
the specified module, then initialize the ThreadPoolExecutor() object.

The map function was also used, the syntax of which is as follows: map(func, *iterables).

The map method applies the func function to one or more iterating objects; in this case, the function is to
build and train a model of the Gradient Boosting algorithm, and iterating objects are the parts into which the total data
sample is divided. In this case, each function call is started in a separate thread. The map method returns an iterator
with the function results for each element of the iterating object. The number of threads in which the code will run is
specified in the max_workers parameter when declaring the ThreadPoolExecutor() object, applied to the map function.

So, on input ThreadPoolExecutor().map accepts a function that needs to be parallelized and arguments that
need to be transferred to it. On an output, we receive an array that consists of the models trained on subsamples.
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Next, a quality check will be performed independently for each model, and their quality metrics will be
calculated (score and fl_score). In the end, when we leave the parallel area of our program, we will re-check the
quality for a set of all models. The prediction of such a composition will be averaged and rounded.

As is known [31], the GPU speeds up programs running on the CPU by unloading some computing and time-
consuming parts of the code. The rest of the program is still running on the CPU. From the user's point of view, the
program runs faster because it uses the powerful parallel processing power of the graphics processor to increase
performance.

The CPU consists of several processor cores, while the GPU consists of hundreds of smaller cores. Together
they work to process data. This highly parallel architecture is what gives the GPU high computing performance.

The system that executes the software implementations presented in this paper supports CUDA technology,
which provides the ability to use GPUs for parallelization and acceleration of program execution.

We will use LightGBM to call CUDA technology [32]. This Python framework has been used to improve
gradient boosting. It is designed to increase efficiency with the following benefits:

. Faster training speed and higher efficiency.

Less memory usage.

Better accuracy.

Support of parallel, distributed and GPU learning.
Able to process large-scale data.

Classification will be done by calling the LGBMClassifier() method from the LightGBM library described
above.

The complexity of the Boosting algorithm: the complexity of the training time: O(M *n*log(n)*d), where
M is the number of trees, d is the number of signs, log(n) is the depth of the tree; 72 is the total amount of data.

The complexity of Boosting in conjunction with Bagging: O(n)+O(K * M *m*log(m)*d), where m is the
sample size of the data used, O(n) is the difficulty of sampling, 72 is the total data size. O(K * M *m*log(m)*d)
— Boosting complexity for K iterations (K — number of Gradient Boosting algorithms).

The difficulty of one round of parallel learning for Boosting in conjunction with Bagging can be expressed
in the formula: O[%, mj+O(M *m*log(m)*d), where m is the size of the data subsample used, 0[%, mj is the

complexity of sampling (which depends on both the size of the local data set in the round and the size of the selected
set according to the specified number of threads), 71 is total data size, P — number of threads. O(M *m*log(m)*d)

— Boosting complexity in one round.

Data review and analysis

The paper uses a data set based on a long-term survey conducted among residents of Framingham,
Massachusetts [19]. The purpose of the classification is to predict whether a patient is at risk of developing diabetes.
The dataset provides information about 10000 patients and contains 15 attributes.

Each attribute is one of the potential risk factors: demographic, behavioral, and medical risk factors.

Demographic attributes:

. Sex: man or woman (nominal value);

. Age: age of the patient (continuous values).

Behavioral attributes:

. Current Smoker: whether the patient was a smoker at the time of the examination (nominal value);
. Cigs Per Day: the number of cigarettes a person smoked on average in one day (continuous value).
Medical attributes:

. BP Meds: whether the patient was receiving medication for blood pressure (nominal value);

Prelevant Stroke: whether the patient has suffered a stroke (nominal value);
Prevalent Hyp: whether the patient had a hypertensive crisis (nominal value);
Risk of coronary heart disease (CHD): whether the patient was at risk of coronary heart disease

(nominal value);

. Tot Chol: total cholesterol (continuous);

. Systolic blood pressure (Sys BP) (continuous);

. Diastolic blood pressure (Dia BP) (continuous);

. Body Mass Index (BMI) (continuous value);

. Heart Rate (continuous value — in medical research, variables such as heart rate, although discrete,
are considered continuous due to a large number of possible values);

. Glucose: Glucose level (continuous).

Variable for prediction:
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. Diabetes: a binary value of “1” means that diabetes has been detected and “0” has not been detected.
We performed the pre-processing and analysis of data to achieve the best quality of the model and detailed

acquaintance with the data.

Time costs of sequential a

Experiments
nd parallel implementations

Let's present the execution time results of the sequential and the proposed parallel algorithm using the module

ThreadPoolExecutor and analyze them, where K — the number of algorithms in the composition.

Table 1
Program execution time for sequential and parallel processing (ThreadPoolExecutor), s
. Parallel (threads)
K Sequential 2 7 3 T
1 0.8053 0.8185 0.8109 0.8523 0.7743
2 1.6932 0.9073 0.8598 0.9075 0.8426
4 3.1604 1.7761 0.9813 1.1275 1.0676
8 6.5957 3.3760 1.9017 1.5271 1.6136
16 12.8843 6.5524 4.0012 3.4891 3.1071
30 23.9632 12.7330 9.4793 6.1386 5.9924
30
25
- 20 M Sequential
g 15 n2
" 10 | 4
i us
- m16
1 2 4 8 16 30
The number of algorithms in the composition

Fig. 1. Visualization of comparison of execution time of sequential and parallel algorithm (using ThreadPoolExecutor) with variation of

flows and number of algorithms in a composition

From the graph shown in Figure 1 and Table 1, it can be seen that in comparison with the sequential execution
of the program, run time is significantly reduced by parallelization. The greater is the number of threads, the lower is
the time. Only when using more than eight threads, the time value hardly changes. This is due to the capabilities of
the system's architecture on which this program was implemented (only four cores and eight logical processors, i.e.,
the maximum efficiency can be obtained by using eight threads).

Now let's perform a comparative analysis of the execution time of the sequential and the proposed parallel

algorithm based on CPU and GPU.

Table 2
Program execution time for sequential and parallel processing on the CPU and GPU, s
K Sequential Parallel (CPU) Parallel (GPU)
1 0.8053 0.7743 0.0842
2 1.6932 0.8426 0.2444
4 3.1604 1.0676 0.3494
8 6.5957 1.5271 0.7865
16 12.8843 3.1071 1.4916
30 23.9632 5.9924 2.8142
30
25
20 —
wv
g 15 Sequential
T 10 ——CPU
51—~ z —B-GPU
O -

1 2 4 8 16 30

The number of algorithms in the composition

Fig. 2. Visualization comparing the execution time of sequential and parallel algorithms (using CPU and GPU) with variation in the

number of algorithms in the composition
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Figure 2 and Table 2 shows how rapidly the program execution time decreases when using GPU-based
parallelization. To compare the time spent working with the CPU and GPU, we used the best results achieved on the
CPU and still got a fairly significant acceleration on the GPU. This confirms that the use of GPUs in parallelization is
very efficient and can provide impressive results. In this case, with 24 seconds of sequential execution, the graphics
processor provided the ability to speed up the program to 3 seconds, which is a significant improvement.

Accuracy of the model

Now let's evaluate the quality of the model. For a more accurate estimate, we use two metrics — Accuracy
and F1-score:

. Accuracy — an indicator that describes the overall accuracy of model predictions for all classes.

. F1-score is the harmonic mean value of Precision and Recall metrics, normalized between 0 and 1.
If F1 score = 1, it indicates an ideal balance.

Table 3
Values of metrics Accuracy and F1-score for different number of algorithms studied parallelly
Metrics K
1 2 4 8 16 30
Accuracy 0.986 0.987 0.991 0.925 0.992 0.998
F1-score 0.711 0.778 0.795 0.838 0.873 0.881
1,5
1 ©ecc00000000000000000000000000
0,5
0
1 2 4 8 16 30
eessee Accuracy F1-score

Fig. 3. Visualization of Accuracy and F1-score metrics depending on the number of algorithms

Analyzing Figure 3 and Table 3, we conclude that the accuracy is very high even when using only one
algorithm but still increases slightly with an increasing number of algorithms. The value of the F1-score metric is
smaller than the accuracy. Still, here we see more clearly the influence of the number of algorithms on the model's
accuracy — the more algorithms in the composition, the higher the value of the metric.

Thus, the use of a parallel algorithm for combining Gradient Boosting with Begging tends to increase the
accuracy of the constructed model. And the accuracy results at different values of 10 fold cross validation of the
proposed algorithm were given in Table 4.

Table 4
Cross Validation Results
Fold Loss Accuracy(%)

1 0.015 99.685

2 0.016 99.789
3 0.011 99.899
4 0.019 98.987
5 0.013 99.843
6 0.091 97.345
7 0.026 99.341
8 0.051 98.562
9 0.016 99.876
10 0.065 97.560
Average 0.0323 99.0887

According to the results obtained (see Table 4), the proposed method reached 99.09% accuracy with 10 fold
cross validation and also showed higher performance with an accuracy rate of 99.80%, although the percentage split
(75:25).

Discussion of research results
Now we calculate the experimental indicators of acceleration and efficiency of parallel algorithms with
different numbers of boosting algorithms in the bagging composition.
To calculate these indicators of acceleration and efficiency, we will use the following formulas:

S,(n)= ];(n)/ T, (n), E,(n)=S5,(n) / P, respectively, where T;(11) is the time complexity of the sequential execution

of the algorithm, Tp(n) is the time complexity of the parallel execution of the algorithm for p processors (threads).
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Table 5

Indicators of acceleration of the parallel algorithm with different number of threads and variation in the number of algorithms in the
composition (CPU)

K Number of threads
2 4 8 16

1 1.0164 1.0069 1.0583 0.9615
2 0.5358 1.9693 1.8658 2.0095
4 1.7794 3.2206 2.8030 2.9603
8 1.9537 3.4683 43191 4.0876
16 1.9663 3.2201 5.6927 5.1467
30 1.9819 3.5280 6.9041 6.9989

Table 5 shows the acceleration rates by parallel execution for different numbers of threads and algorithms in
the composition when working on the CPU.
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Fig. 4. Visualization of acceleration values for different number of threads and different number of algorithms in the composition (CPU)

From Figures 4, we can see that the value of the acceleration index increases with an increasing number of
threads and increasing the number of algorithms in the composition. With a few algorithms, the results are ambiguous
and do not reflect a stable and significant increase in acceleration. When a small number of algorithms are used, more
time is allocated to the distribution of data between streams, i.e., to parallelization, than to the operation of the
algorithms themselves. In addition, the acceleration goes to the number of streams used, which is in line with the basic
idea of the acceleration rate. The highest acceleration was recorded when using 16 threads and 30 boosting algorithms
in the bagging composition.

Table 6
Indicators of the efficiency of the parallel algorithm with different number of threads and variations in the number of
algorithms in the composition
Number of threads

K 2 4 8 16

1 0.5082 0.2517 0.1323 0.1202
2 0.2679 0.4923 0.2332 0.2512
4 0.8897 0.8052 0.3504 0.3700
8 0.9769 0.8671 0.5399 0.5112
16 0.9832 0.8050 0.7116 0.6433
30 0.9911 0.8820 0.8630 0.8749

Table 6 shows the performance indicators using parallel execution for different numbers of threads and
algorithms in the composition when working on the CPU.
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Fig. 5. Visualization of performance indicators for different number of threads and different number of algorithms in the
composition

Analyzing Table 6 and Figures 5, we can say that the efficiency decreases with an increasing number of
threads in contrast to the acceleration. This decrease in efficiency is due to an increase in the load on the system when
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calling more threads. However, with the increase in the number of algorithms, the efficiency also increases and, at the
same time, goes to 1, which indicates the quality of the parallelization method.
Let's compare the work of parallel execution of the program using the CPU and GPU.

Table 7
Acceleration rates when running a program parallelly using the CPU and GPU
K CPU GPU
1 1.0583 9.1641
2 1.8658 6.9279
4 2.8030 8.0452
8 4.3191 8.3861
16 5.6927 8.6379
30 6.9041 9.5151
10
8 .\/o—-—‘—_/‘
6 - -
-
-
4 -
-
-
2 o=
o -
0
1 2 4 8 16 30
— 8= (PU =——p=—GPU

Fig. 6. Graphs of acceleration when using CPU and GPU with different number of algorithms in the composition

From Table 7 and Figure 6 we see that as the number of algorithms in the composition increases, the value
of acceleration increases both when working on the CPU and the GPU, but the use of GPU gives higher values of the
acceleration index, which indicates the high efficiency of CUDA technology.

Therefore, the results of experiments showed that the parallel implementation of the algorithm is most
effective when using graphics processors based on CUDA technology.

Conclusions

Modern technologies can improve the standard of living of humanity in various fields, and medicine is no
exception. The paper considered the relevance of the research topic: the use of data mining methods for diagnosing
the disease in a patient on a set of indicators, such as symptoms, test results, and more.

A pre-processed Framingham dataset (with the number of patients equal to 10 000) was used for the study.
The choice of this data set is primarily related to the need to test the proposed parallel algorithm on big data sets and
obtain the best performance indicators. A search and analysis of significant features and patterns between different
factors influencing the disease were conducted.

In addition, this paper proposed a parallel Gradient Boosting algorithm with Bagging to improve accuracy in
predicting disease risk and significantly speed up execution time by using a multi-core architecture of modern CPUs
and GPUs. So, the accuracy of the model with 10 cross validation is equal 99.09%, and for percentage split (75:25) —
99.80%. Parallelization is performed using two technologies — a pool of threads through the Python
ThreadPoolExecutor utility on the CPU and CUDA on the GPU. High rates of acceleration and efficiency were
achieved. Thus, with eight threads, an acceleration of approximately seven times is obtained, which indicates the
reliability of the obtained results and the possibility of significant improvement of this indicator by choosing the
architecture of a computer with more cores. The latter is especially relevant in modern trends in multi-core
architecture. When using CUDA technology on GPUs, the acceleration is approximately 9.5 times. As for efficiency
indicators, with the increase in the number of algorithms, the efficiency goes to 1, indicating the parallelization
method's quality.

After analyzing the results, we concluded that CUDA works much more efficiently and prevails over the pool
of threads for the selected method and data set. This is because GPUs are designed with thousands of processor cores
running simultaneously and thus provide massive parallelism when each core is focused on efficient computing.
Another significant result of the study is the achievement of better algorithm accuracy by increasing the number of
algorithms in the composition. Using more algorithms that are learned and whose values are then averaged, we get
even more accuracy values. Therefore this is a great opportunity to increase the efficiency of the model.

So, using several training algorithms to get the best forecasting efficiency, namely combining Boosting with
Begging, is a great solution. This ensemble allows using different methods of accelerating and improving algorithms,
which is very important today to make real-time decisions.
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ANALYSIS OF WORD SEARCH ALGORITHMS IN THE DICTIONARIES OF
MACHINE TRANSLATION SYSTEMS FOR ARTIFICIAL LANGUAGES

The main goal of the project is the analysis of word search algorithms in the dictionary for machine translation systems.

To achieve the goal, the following tasks were solved:

- analysis of shortcomings of the proposed and developed artificial language machine transiation system;

- improvement of the dictionaries included in the proposed system of machine translation of artificial languages, thanks to
the algorithms of searching for words of n-grams and Knuth-Morice-Pratt;

- implementation of the possibility of using the prepared dictionary for transiation;

- analysis of the impact of implemented improvements to word search methods on search accuracy, choice of dictionary
structure, and search time.

The paper is devoted to the development of an organizational model of the machine translation system of artificial
languages. The main goal is the analysis of word search algorithms in the dictionary, which are significant elements of the developed
machine translation system at the stage of improvement of new dictionaries created on the basis of already existing dictionaries. In
the course of the work was developed a model of the machine translation system, created dictionaries based on texts and based on
already existing dictionaries using augmentation methods such as back translation and crossover; improved dictionary based on
algorithms of n-grams, Knuth-Morris-Pratt and word search in the text (such as binary search, tree search, root decomposition search).
In addition, the work implements the possibility of using the prepared dictionary for translation. The obtained results can improve
existing systems of machine translation of the text of artificial languages. Namely, to reduce the operating time by approximately 20
times when switching from the balanced tree algorithm to other logarithmic algorithms. The practical significance of this work is the
analysis and improvement of text augmentation algorithms using algorithms of binary search, hashes, search tree, and root
decomposition.

Keywords: translation, prefix tree, dictionary, artificial language, hash, binary search, search tree

Onecs BAPKOBCBKA, Aaron TABPAIIIEHKO

XapKiBCchKHIT HAIlIOHAIBHUH YHIBEPCUTET Pai0eIeKTPOHIKH

AHAJII3 AJITOPUTMIB ITOLIYKY CJIB J1JIs1 3BACTOCYBAHHSA B CUCTEMAX
MAIIMHHOTI'O IEPEKJIAAY IITYYHUX MOB

OCHOBHOIO METOFO MPOEKTY € aHasii3 a/IrOPUTMIB OLLYKY C/IIB Y C/IOBHUKY AJ151 CUCTEM MALLMHHOIO M1EPEKIIAAY.

19 AOCArHEHHST METU BY/IN BUPILLIEH] HACTYIIHI 3aBAaHHS.

- aHasli3 HEZOTIKIB 3arporioHOBaHOI Ta PO3pPO6/IEHOI CUCTEMYU MALLUMHHOIO MEPEKIAAY LUTYYHOI MOBH,;

- YAOCKOHAa/IEHHSI CJIOBHUKIB, 1O BXOASATb AO CKIAY 3aIPOIOHOBAHOI CUCTEMM MAELLUMHHOIO MEPEKIEAY LTYYHUX MOB,
3aBASKN a/iropUTMaMm roLyKy ciis n-rpamm 1a KHyra-Mopica-llparra,

- peasiizaLjisi MOX/IMBOCTI BUKOPUCTAHHS TiArOTOB/IEHOIrO C/IOBHMKA A/15 NEPEKIIAAY,

- aHasli3 BBy BIIPOBAMKEHUX yAOCKOHA/IEHb METOLIB MOLLYKY C/IIB HA TOYHICTb IOLLYKY, BUOID CTDYKTYPU C/IOBHUKA Ta
4ac 1oLyKy.

Pobota npucasyeHa po3pobLi oprarizaliviHoi MOAEI CUCTEMU MALLMHHOIO MEPEKTIEAY LTYYHNX MOB.[ O/IOBHOK METOK €
aHasi3 a/iropuUTMIB MOLLYKY C/I0Ba B C/IOBHUK, 5K € 3HAYYLUNMMU ENIEMEHTaMY PO3POBIIEHOI CUCTEMU MALLNHHOIO MEPEKTIAAY Ha eTari
B/OCKOHA/IEHHSI CTBOPEHNX HOBUX C/IOBHUKIB Ha OCHOBI BXXE [CHYHOYNX CIIOBHUKIB. B X04i BUKOHaHHS poboty byJia po3pobrieHa MoJEs b
CUCTEMU MELLIMHHOIO EPEKIIALY, CTBOPEHI CIIOBHNKM HE OCHOBI TEKCTIB Ta Ha OCHOBI BXKE ICHYIOYMX C/IOBHUKIB METOAaMY ayrMeHTauii
TaKUMK, SIK 3BOPOTHIY NEpeKsial 1a KPOCOBED, BAOCKOHA/IEHO CTBOPDEHMI C/IOBHUK Ha OCHOBI a/iroputmis n-rpamm, KHyta-Mopica-
[patra 1a nowwyKy CiB y TEKCTi (Takux, K GIHapHWI MOLyK, MOLYK B AEPEBI, MOWYK B KOPEHEBIW AekoMiosulii). OKkpiM Toro, B
POBOTI  peasnizoBaHa MOXJ/MBICTL BUKOPUCTaHHS [IArOTOB/IEHOrO C/IOBHUKY A1 Nepekiagy.  OTpuMaHi pesysibTatv MOXyTb
MIOKPALYNTH [CHYIOY CUCTEMU MALLUMHHOIO MEPEKIAAY TEKCTY LUTYHYHUX MOB. A came — 3MEHLUNTH 4ac poboTw ripnb/msHo y 20 pasis
py Nepexosi Big a/roputMy 36a/1aHCOBaHOIro AEPEBA A0 IHLUNX SIOrapU@MidHNX a/IropuTMiB. [paKTuYHOK 3HaYyLLICTIO AaHOI poboTn
€ aHasl3 Ta MOKPALYEHHS a/IrOPUTMIB ayrMEHTAaLi TEKCTY 3a AOMOMOIro aaropuTMiB GIHAPHOIo rOLLYKY, XELLiB, AEPEBA OLIYKY,
KOPeHeBOI EKOMIMTO3ULII].

KI1to40Bi ¢108a: NEpeKsas, npepikcHe AEPEBO, CJIOBHUK, LUTYYHA MOBA, XELL, GiHapHM MoLLYK, AEPEBO MOLYKY

Introduction

Machine translation (MT) — technology of automated translation of texts (written and spoken) from one
natural language to another using a computer; the direction of scientific research related to the construction of
automated translation systems [1,3].

At a basic level, the job of computer translation programs is to replace words or phrases from one language
with words or phrases from another. However, the problem arises that such a replacement cannot provide a high-
quality translation of the text, because it requires the definition and recognition of words and entire phrases from the
original language. This encourages active researches in the field of computational linguistics.

Machine translation is one of the subgroups of computational linguistics that studies the use of software to
translate text from one language to another [4,6]. At the initial level, MT performs the usual replacement of words
from one language for words from another language, but usually the translation made in this way is not very high-
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quality, because in order to fully convey the meaning of the sentence and find the closest analogue in the "target"
language) — to the language required by the translator, it is often necessary to translate an entire phrase. Commonly
machine translation divided on 4 methods (Figure 1).

Methods of
machine
translation

Rule-based machine translation Hybrid machine translation

~
=

Neural machine translation

0,2 g‘f
B -

(before 2016) Apertium

Statistical machine translation

Smniscien

SYSTRAN

Fig. 1. Methods of machine translations

Let's take a closer look at statistical machine translation.

Statistical machine translation is a type of machine translation of text based on the comparison of large volumes
of language pairs. Language pairs - texts containing sentences in one language and corresponding sentences in another
can be both variants of writing two sentences by a person - a native speaker of two languages - and a set of sentences
and their translations performed by a person. Thus, statistical machine translation has the property of "self-learning".
The more language pairs the program has at its disposal and the more precisely they correspond to each other, the
better the result of statistical machine translation [7,9].

Table 1
Comparison of translation methods
Criterion for comparison | Statistical machine | Neural machine | Rule-based machine | Hybrid machine
translation translation translation translation

Translation speed

It takes the least amount
of time

It takes a lot of time

It takes a lot of time

It takes the most time

Translation quality

High

The best

High

Quite high

Extensibility

There is a possibility of
expansion

There is a possibility of
expansion

There is a possibility of
expansion, but it is more
difficult than in other
algorithms

There is a possibility of
expansion, but it is more
difficult than in other
algorithms

The first ideas of statistical machine translation were presented by Warren Weaver in 1949, including the ideas
of information theory applications of Claude Shannon. Statistical machine translation was reintroduced in the late
1980s and early 1990s by researchers at IBM's Thomas J. Watson Research Center and has contributed to a significant
resurgence of interest in machine translation in recent years. Before the introduction of neural machine translation, it
was by far the most researched method of machine translation [10,12].

In verbal translation, the basic unit of translation is a word of a certain natural language. As a rule, the number
of words in translated sentences varies due to complex words, morphology and idioms. The ratio of the length of
sequences of translated words is called fertility, which shows how many foreign words each native word creates.
Information theory necessarily assumes that everyone embraces the same concept. In practice, this is not quite the
case. For example, the English word corner can be translated into Spanish as rincon or esquina, depending on whether
it means inside or outside corner.

We compare all methods according to such parameters as translation speed, quality and extensibility
(Table 1).

After the comparison, we can conclude that each of the types of machine translation can be supported, but
the best are neural and hybrid machine translation, which are currently used most often.

Related works
An example of a word-based translation system (Figure 2) is the freely available package GIZA++ (GPLed),
which includes a tutorial for IBM models, HMM models, and Model 6 [13].
Verbal translation is not widely used today; phrasal systems are more common. Most phrase-based systems
still use GIZA++ for corpus matching. Alignment is used to highlight phrases or derive syntactic rules. And matching
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words in double text is still a hotly debated issue in the community. Due to the prevalence of GIZA++, there are now
several distributed implementations of it online.

In phrase-based translation, the goal is to reduce the limitations of word-based translation by translating
whole sequences of words where the length can vary. Sequences of words are called blocks or phrases, but usually
they are not linguistic phrases, but phrases found using statistical methods from corpora. It is shown that restricting
phrases to language phrases (syntactically motivated groups of words) reduces the quality of translation.[14].

Input word Output word
Dictionary

Fig.2. Diagram of the translation system based on words

The selected phrases are then displayed next to each other based on the phrase translation table and can be
changed. This table can be learned from word alignment or directly from a parallel corpus.

Syntax-based translation is based on the idea of translating syntactic units rather than individual words or
word strings (as in phrase-based MT), i.e. (partial) analysis of sentence/utterance trees. The idea of syntax-based
translation is quite old in MT, although its statistical counterpart did not become widespread until the advent of strong
stochastic parsers in the 1990s. Examples of this approach include DOP-based MT and, more recently, synchronous
context-free grammars. Syntactic unit is always a combination that has at least two constituents (Figure 3). The basic
syntactic units are a word-group, a clause, a sentence, and a text [15]. Their main features are:

-they are hierarchical units — the units of a lower level serve the building material for the units of a higher
level;

-as all language units the syntactic units are of two-fold nature;

-they are of communicative and non-communicative nature — word-groups and clauses are of non-
communicative nature while sentences and texts are of communicative nature.

=

e m=n

Fig.3. Example of syntactic units

Another example of a statistical machine translator is Google Translate from 2006 to 2016.

Google Translate did not apply grammar rules because its algorithms were based on statistical or pattern
analysis rather than traditional rule-based analysis. The system's creator, Franz Josef Och, criticized the effectiveness
of rule-based algorithms in favor of statistical approaches. The original versions of Google Translate were based on
the statistical machine translation method, or rather, on the research of Och, who won the DARPA competition for
high-speed machine translation in 2003. Och was the head of Google's machine translation team.

A solid foundation for developing a usable statistical machine translation system for a new language pair
from scratch would consist of a bilingual text corpus (or parallel collection) of over 150-200 million words and two
monolingual corpora of over a billion words each. Statistical models from this data are then used to translate between
these languages.

To get such a huge amount of linguistic data, Google used documents and transcripts of the United Nations
(UN) and the European Parliament. The UN usually publishes documents in all six official UN languages, creating a
very large 6-language corpus.

Google representatives participated in internal conferences in Japan where they requested bilingual data from
researchers (Figure 4).
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Use of UN and European
Parliament documents and Conferences in Japan
transcripts in six languages

The JRC-Acquis Multilingual
Parallel Corpus

Fig.4. Chronology of the organization of linguistic corpora for the operation of the Google Translate system

When Google Translate generates a translation suggestion, it looks for patterns in hundreds of millions of
documents to help choose the best translation. By detecting patterns in documents that have already been translated
by translators, Google Translate makes educated guesses (Al) about what the correct translation should be.

Until October 2007, for languages other than Arabic, Chinese, and Russian, Google Translate was based on
SYSTRAN, a software engine still used by several other online translation services, such as Babel Fish (now defunct).
Since October 2007, Google Translate has used its own technology based on statistical machine translation, and then
switched to neural machine translation.

Also, Google Translate did not have the ability to translate directly from certain languages. For the translation
of some languages, translations were made into English, which were then translated into the required language. For
example, for a translation from Ukrainian, the text was translated into Russian, after which it was translated into
English. After these translations, the obtained result was translated into the required language.

In systems that use dictionaries, searching for words is an actual problem, because depending on the selected
search algorithm, it will be necessary to change the type of dictionary that will store words. For example, binary search
or two pointers cannot be used on an unordered dictionary. We compare the complexity (in Big O notation) of
algorithms on different operations with dictionaries (Table 2).

Table 2
Comparison of methods in Big O notation

Binary Hash table Binary tree Prefix tree 2 instructions Sqrt Normal

search decomposition search
Creating a NlogN N*M NMlogN N*M NlogN NlogN N
dictionary
Combining two N P NMlogN M*K N N N
dictionaries
Adding a new N M MlogN M N N 1
word
Word search logN 1 MlogN M N Sqrt(N) N
Memory used N*M N*M+P N*M M*K N*M (N +sqrt(N)) N*M

*M

Where N is the number of words in the dictionary, M is the average word length, P is the hashing module .

As we can see, each of the algorithms has its advantages and disadvantages. If you need to make an
application as quickly as possible, and the running time or occupied memory are not important, then it is best to use a
balanced tree, because it is usually already implemented in programming languages. For example, std::map in C++ or
dictionary in Python.

For fast search if there are no memory limitations, we can use hashing combined with binary search, which
will give a good performance boost.

If you need to find words often, and we can afford to use a complex structure, it is recommended to use the
Bohr method, which will allow you to quickly add words and quickly find them in a time close to the length of a word.
But when using a large alphabet, the method loses its power.

Main goal and tasks of the research

The main goal of the project is the analysis of word search algorithms in the dictionary for machine translation
systems.

To achieve the goal, the following tasks must be solved:

- analysis of shortcomings of the proposed and developed artificial language machine translation system [16];

- improvement of the dictionaries included in the proposed system of machine translation of artificial
languages, thanks to the algorithms of searching for words of n-grams and Knuth-Morice-Pratt[17];

- implementation of the possibility of using the prepared dictionary for translation [18];

- analysis of the impact of implemented improvements to word search methods on search accuracy, choice
of dictionary structure, and search time.
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Experiments
Detailed model of the proposed machine translation system , which is the basis for conducting research and
analyzing the impact of data volume on runtime, was proposed in [19].
The system[20] model includes the following modules: a module for generating dictionaries based on input
texts, a module for generating dictionaries based on dictionaries of other languages; and a translator program for
translating texts with the help of dictionaries(Figure 5).

Dictionaries Meth Ods Of im proving Dictionaries

_— 1

dictionaries Translator

Knuth-Morris-Pratt algorithm 2-way Word search

N-gram improvement algorithms Dictionaries types

Fig.5. Interaction of components

For a translator to work quickly, you need to be able to quickly find a word in the dictionary. Consider such
search methods as binary search, prefix tree, two pointers, balanced tree, root decomposition, and full traversal.

Since our dictionaries are sorted, we can apply the binary search method quite easily.

Binary search is an algorithm for finding a given value in an ordered array, which consists in comparing the
middle element of the array with the desired value, and repeating the algorithm for one or the other half, depending
on the result of the comparison.

This method will help us find the necessary information quite quickly, but will not provide additional
information that can be used later.

After the experiments, the following results were obtained (Table 3). We can see that the time increases
proportionally with a large amount of input data, and the algorithm is quite efficient.

Table 3
Results of the running time of the binary search algorithm
Size of input data (number of 1076 3*10"6 1077 3*10n7 1078
words)
Operating time (seconds) 0 1 5 11 41

For the two-pointer method, you need to use the following idea. For each pair of words, you need to make a
query from the second dictionary. Since the dictionary is already sorted, for a quick search for words, you need to sort
the queries and then use the following idea.

Since the words are sorted, if one word in the list is lexicographically larger than the second word in another list,
then all the words following it are also larger than the selected word. Therefore, if we put pointers at the beginning of both
lists, and move the one that is lexicographically smaller, we will not miss a single pair of words. Since each word occurs
only once in the dictionary, and not always in the queries, if the words are equal, the pointer will move in the query list.

After the experiments, the following results were obtained (Table 4). From this experiment, one can see that
the time increases proportionally with a large amount of input data, and the algorithm is quite efficient.

Table 4
Results of the running time of the algorithm of two pointers
Size of input data (number of 1076 3*1076 1077 3*¥10M7 1018
words)
Operating time (seconds) 0 1 5 17 63

However, with a large number of words, the algorithm slightly loses to binary search. This is possibly related
to the implementation of the algorithm, because with large data, even a small constant in the complexity can increase
the real time of the algorithm many times, although the complexity of both is the same.
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For the next experiment, we used the Prefix tree method. The use of the Prefix tree method was described
in detail in [19] , so in this work we will only use the obtained results for comparison (Table 5).

Table 5
Results of the running time of the improved prefix tree
Size of input data (number of 1076 3*10"6 1077 3*10M7 1018
words)
Operating time (seconds) 0 1 3 10 33

Hashing algorithm is the next researched algorithm. For this algorithm, we will generate a hash function from
each line, and distribute all the words by it, after which the obtained results will be searched by binary search.
However, for our testing, let's eliminate the second part and just look at the speed of hashing for our strings.

Table 6
Results of the running time of the hashing algorithm
Size of input data (number of 1076 3*10%6 1077 3*10M7 1018
words)
Operating time (seconds) 0 0 0 2 6

From this experiment, we can see that hashing takes quite a bit of time, but it cannot be the only method of
finding words, since two different strings can have the same hashes, and there will be false positives. This algorithm
will allow you to mix the search area, but will increase the required amount of memory, which can be critical with a
large amount of input data, so it should be used only when necessary (Table 6).

A balanced tree in the general sense of the word is a type of binary search tree that automatically maintains
its height, that is, the number of levels of vertices under the root is minimal.

For this algorithm, we will use a modification of the usual map, where the keys will be our lines.

After the experiments, the following results were obtained (Table 7).

Table 7
Results of the running time of the balanced tree algorithm
Size of input data (number of 106 3*10%6 1077 3*10M7 1018
words)
Operating time (seconds) 2 11 40 153 579

From this experiment, we can see that the time with a large amount of input data is very high compared to
other algorithms. Since the algorithm has the same O(N*logN) complexity as the others, this is a rather unexpected
result. Since we use a string as a key, their comparison takes quite a lot of time, which leads to such time consumption.
However, can we say that the algorithm is not working at all? To do this, let's compare it with those that will have a
worse difficulty, and compare it with them.

For the next algorithm, we used SQRT decomposition. Unlike the previous ones, it will have worse
complexity. We will use the sqrt decomposition algorithm. To do this, in the sorted array, we will select the words

that are in the positions 0,~/7,2+/n,.., 1 containing approximately the root of n words, where n is the number of

words in the list. Since the entire list has been sorted, the list selected in this way will also be sorted. Then, after
comparing the input word with each of the words in the list, we can find the root of the length of the list of comparisons,
on which the searched word can be found. Since we chose words with a different root between them, the length of the
found subsegment will be equal to the root of n. Thus, for two roots of the length of the list of comparisons, we can
find our word. After the experiments, the results were obtained (Table 8).

Table 8
Results of the running time of the sqrt decomposition algorithm
Size of input data (number of 106 3*10"6 1077 3*10%7 1078
words)
Operating time (seconds) 45 225 1464 9516* 60000*

Since with the input data size of 10”7 words, the working time approaches 25 minutes, it was decided not to
conduct an experiment for larger data, but to find the approximate working time of the algorithm. As you can see, the
last experiment will take more than 16 hours of time, which is certainly not possible within the scope of this research.

It is clear that within the framework of this problem, the first thing you can do is simply to fulfill the condition,
and for each of the words iterate over every other word — it is so called full search.. Since it will be quite long, instead
of conducting an experiment, we will calculate the expected time of the algorithm. As a basis, we will take the
operating time of the root decomposition algorithm, since it is the closest to it, and multiply it by the root of the size
of the input data.
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This is possible because the real time of the algorithm is equal to the number of commands that the algorithm
will execute, divided by the frequency of the processor, or multiplied by the execution time of one command. Since
we are calculating for the same processor, when one is divided by another, this value will decrease, and the ratio of
the number of commands will be proportional to the complexity. Since n*/ n\/; = \/; , we can multiply the root
decomposition result by the root of the input data. After the calculations, the following results were obtained (Table 9).

Table 9
Results of the running time of the quadratic search algorithm
Size of input data (number | 1076 3*10"6 10%7 3*10M7 1078
of words)
Working hours (hours) 12.5 108 1286 14478 19 years old

From this experiment we can see that in order to process a large amount of data, we need to use at least some
algorithms that will improve the usual choice of correspondence for each of the words
To compare the algorithms, we will summarize all the data obtained during the experiments into a common table
(Table 10, Figures 6,7).

Table 10
Comparison of algorithms
Size of input data (number of | 106 3*10"6 1077 3*10M7 1078
words)
Binary search 0 1 5 11 41
Two pointers 0 1 5 17 63
Prefix tree 1 3 8 4* 12*
Improved Prefix tree 0 1 3 10 33
Hashing 0 0 0 2 6
A balanced tree 2 11 40 153 579
Root decomposition 45 225 1464 9516** 60000%**
Full search 12.5 hours | 108 hours** 1286h** 14478 hours 19 years old
e % %

*.The data was executed on a tree built on 106 words instead of the required ones.
**_Estimated expected working time.

After all experiments, it is clear that fast algorithms must be used for big data. The best choice would be
either an improved boric, which works better with small alphabets, or a binary search, because they are fast and don't
have the problem of false positives. The worst among the logarithmic algorithms is the balanced tree, so it is possible
to use any other logarithmic algorithm depending on other factors, such as reliability, memory, and dictionary
structure.

Graphs on Figure 6a and 6b show the runtime dependency on number of words in the dictionary. On Figure
6a one can see grey line, that corresponds to balanced tree algorithm. This graph was added to make the result obtained
more demonstrative. But since it is difficult to analyze other results, Figure 6b shows the same dependencies, but
without the balanced tree algorithm.
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Fig.6. Comparative graph of the runtime dependency on number of words in the dictionary for logarithmic algorithms: two pointers
algorithm — red line; binary search algorithm- blue line; improved prefix tree algorithm — violet line; hashing algorithm- green line;
prefix tree algorithm- brown line; balanced tree - grey line.
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Conclusions

In the course of the work, an analysis of the machine text translation system for artificial languages and the
augmentation methods used in it was carried out.

The method of storing dictionaries was improved using the following methods: storing words in the order in
which they are presented; storing words in alphabetical order; balanced tree; hash table; root decomposition; prefix
tree.

In addition, the methods of searching for elements in the dictionary were analyzed, such as quadratic search,
root decomposition, prefix tree, two pointers, binary search and hashing. As a result, hashing, prefix tree and binary
search showed the best result. Each of which has its own drawbacks, and we cannot clearly indicate the best method.
The use of these methods made it possible to increase the speed of work on a large amount of data compared to a
conventional search from several years to tens of seconds. This made it possible to use the translator on large volumes
of text. When switching from the balanced tree algorithm to other logarithmic algorithms, the running time decreased
by about 20 times.

The model has quite a high potential for use in cases where there are no conventional translators. With a
growing number of languages, this problem may worsen, as the number of translators cannot grow at the same rate.
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HIGH-PERFORMANCE COMPONENTS OF HARDWARE MULTI-BIT SPECIFIC
PROCESSORS FOR THE ADDITION AND MULTIPLICATION OF BINARY
NUMBERS

The relevance of solving the priority improvement problem for functional and computational components of microelectronics
for arithmetic and logic unit (ALU) of modern supercomputers is emphasized. It is shown that in the structures of ALU operations
such as: comparison, multiplexing and adding affect the marginal productivity of ALU. It is substantiated that mathematical operations
of addition, accumulation of sums, multiplication and division are crucial for ensuring extremely high speed of vector and scalar
computers. The purpose of the work is the development of new calculation algorithms and microelectronic structures of multi-bit ALU
coprocessors, which are characterized by extremely minimal parameters of speed, hardware and structural complexity. Such high-
performance coprocessors are widely used as components of ALU when performing algorithmically complex calculations of statistical,
correlation, spectral, cluster and entropy analysis. High-speed co-processors for multiplication and accumulation of digital data with
the properties of crypto-protection of telecommunication channels are effectively used in the conditions of military operations and the
modern information front, for example, in unmanned aerial vehicles, ground launchers and processors of air defense systems. The
main areas for improving system characteristics of microelectronic components of the ALU processors of vector and scalar
supercomputers are outlined. Structures of combinational and synchronized single-bit binary adders are systematized due to the
characteristics of minimum hardware complexity and maximum speed. The theoretical foundations of double binary arithmetic are
outlined. A new structure of a high-performance matrix multiplier based on synchronized adder-accumulators and Booth's algorithm
fs proposed, which is characterized by increased speed compared to known structures. Grounded perspective directions for further
development improvement of the basic characteristics of the investigated class of computing equipment components.

Key words: structures, ALU, microelectronics, matrix multiplier, Booth’s algorithm, supercomputers

Spocnas HUKOJIAMUYK

3axiHOyKpaiHChKNIA HalliOHATBHUI yHIBEpCUTET

Bonoaumup I'PUT’A

I[NpuKkapriaTchKuil HAIOHABHUI YHIBepcuTeT iMeri Bacws Credannka

Hatanis BO3HA, Irop ITITYX

3axiHOYKpaiHCbKUII HAllIOHAILHUI YHIBEPCUTET

JIrommuiia 'PUTA

BCII "HazBipHsHcbKui axoBuid Konemx”

BUCOKONPOAYKTUBHI KOMIIOHEHTH AITAPATHUX BAI'ATOPO3PAIHUX
CIIEHITPOLECOPIB CYMYBAHHSA TA IEPEMHOKEHHSA IBIMKOBUX YUCEJI

AKLEHTOBaHa aKTyaslbHICTb BUPILLIEHHS 1PO6IEMMU  [IPIOPUTETHOrO  yAOCKOHA/IEHHS QYHKLIIOHA/IbHO-06YNCTTIOBATIbHUX
KOMITOHEHTIB MIKDOEIEKTPOHIKN apUPMETUKO-/I0MTYHMX rpnucTpoiB (AJIIT) cyyacHux cynepkomntotepis. [loka3aHo, O y CTPYKTypax
AJIIT oriepavii Tiriy: MOPIBHSIHHS, MyJIbTUIIEKCYBAaHHS Ta A0AABAHHS BI/IMBAE HA rPaHuYHy rnpogyktusHicTe AJIT. O6rpyHTOBaHo, LYo
MaremMaTuyHi ornepaLii A0AaBaHHs, HaKOMNYEHHS CyM, MEPEMHOXEHHS Ta AI/IEHHS € BUIHAYA/IbHUMY L7151 3a0E3MEYEHHS PaHNYHO
BUCOKOI LUIBUAKOAIT BEKTOPHUX T3 CKa/IPHUX KOMIIOTEDIB. MeToro pobot € po3pobka HOBUX — a/irOPUTMIB OOYUCTIEHL Ta
MIKDOENIEKTPOHHUX CTPYKTYp CriiBripoyecopis 6aratopo3psgHnx AJIl1, SKi XapakTepu3yoTsCs MPaHNYHO MIHIMGKCHUMU 18pamMeTpamMm
LUBUAKOLZN, anapaTtHoi 1@ CTPYKTYpPHOI CK/IagHOCTI. TaKi BUCOKOMPOAYKTUBHI CrliBIIPOLECOPU LUMPOKO 3aCTOCOBYIOTECS Yy SKOCTI
KOMIoHeHTIB AJIIT ripu peani3auii anropuTMiYHO-CKIGAHNX 06YUC/IEHb CTaTUCTUYHOIO, KOPEISLIVIHOIO, CrIEKTPAalIbHOro, K/1acTEpPHOMO
7@ EHTPOMIVIHOrO aHasiBy. MakciMaribHO-LIBAAKOAOY] CrliBIPOLECOPU MEPEMHOXEHHS Ta HAKOMUYEHHS LM@POBUX AaHUX 3
B/IACTUBOCTSIMU KPUITTO3XVCTY TE/IEKOMYHIKaLiMHNX KaHasiB, e@eKTUBHO 3aCTOCOBYIOTLCS B YMOBax BiMICbKOBuX Onepauyivi 1a
CYYacHOro iH@OPMAaLIIIHOro @POHTY. Hanpukiasz, y 6e3mifioTHUX JIITa/IbHUX arapartis, Ha3EMHUX 1yCKOBUX YCTAHOBKaxX Ta MpoLecopax
cUCTEM POTUIOBITPSIHOI 0BOPOHN. BuK/iafeHi rnpiopuTeTHi HarpsmMky MOKPALLEHHS] CUCTEMHUX XaPaKTEPUCTUK MIKDOE/IEKTDOHHUX
KOMIMOHEHTIB ripoLecopiB AJI[T BEKTODHUX Ta CKa/ISPHUX CYrepKoMtoTepiB. CUCTEMATU30BAHI CTPYKTYpU KOMOIHAUMHNX Ta
CUHXPOHI30BaHNX O4HODO3PSAHNX ABIVIKOBUX CYMATOPIB 3 XapaKTEPUCTUKAMU MIHIME/IbHOI 3riapaTHoi CKAGAHOCTI Ta MaKkcuMasibHOI
LWIBMAKO4N, BuknageHi TeopetuyHi oCHoBY GiHapHOI ABIKOBOI aprg@METUKY. 3aIPOITOHOBaHa HOBA CTPYKTYPa BUCOKOIMPOAYKTUBHOMO
MaTPUYHOIO MEPEMHOXYBAYA 3rigHO anropuTMy byTa, SKui XapaKTEPUZYETHCA MABULYEHOK LLIBHAKOIENO Y MOPIBHIHHI 3 BIGOMUMU
CTpykTypamu. OOrpyHTOBAHI MEPCIEKTUBHI  HANpPSMKU  MO43/IbLIONO  PO3BUTKY Ta [1OKPALYEHHS] 6a30BUX  XapPaKTEPUCTUK
AOCTIKYBAHOIO K/1aCy KOMITOHEHTIB 06YNCITIOBA/IbHOI TEXHIKY.

Key words: cTpyktypa, AJIIT, MiKDOE/IEKTPOHIKE, MaTPUYHIU NEDEMHOXYBY, a/IrOpUTM byTa, CyrnepkomtoTep
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Introduction

One of the main and relevant directions for improving the ALU coprocessors of supercomputers is achieving
the maximum possible speed of calculations of high capacity mono-binary codes (MBCs). Reduction in algorithmic
and structural complexity, as well as the heat reduction released by the crystals of the ALU coprocessor chips is the
main characteristic of improving the ALU coprocessors.

Such high-performance coprocessors are widely used as components of ALU when performing
algorithmically complex calculations of statistical, correlation, spectral, cluster and entropy analysis. High-speed co-
processors for multiplication and accumulation of digital data with the properties of crypto-protection of
telecommunication channels are effectively used in the conditions of military operations and the modern information
front, for example, in unmanned aerial vehicles, ground launchers and processors of air defense systems [1,2].

This is very effective when solving complex mathematical and algorithmic problems in the field of
cryptography, holography and pattern recognition by processing RGB images in digital video cameras.

This type of calculation optimization devices can be improved when applying mathematical foundations of
binary arithmetic and synchronized adder-accumulators.

Related works

Modern significant progress in the development of multi-core vector and scalar supercomputers is based on
the application of achievements in microelectronics and nanotechnology [1-3]. The world's leading companies (Intel,
IBM, DEC, Motorola, ARM, SPARC, MIPS, PowerPC) are replicating multi-bit processors for universal and
specialized computers. The implementation of logical and computational operations in known supercomputers is
usually realized in binary arithmetic of Rademacher's theoretical-numerical basis (TNB). Supercomputers of 64-bit
architecture, including EM64T, Turion 64, Xeon, Core2, Corei3, Corei5, Intel (IA-64 (Itanium)), Ultra SPARC (Sun
Microsystems) MIPS64 (MIPS) have a significant prospect of application in all branches of industry and military
special equipment [4].

Ultra-high-performance supercomputers are used to perform complex engineering and scientific
computations and other resource-intensive tasks of military equipment.

The type of such processors includes the ALU of vector and scalar supercomputers developed by Cray,
Fujitsu, Hitachi, Nec, DLXV, IBM, HP [1-5].

Large bit-width hardware multipliers for binary codes, which contain n? of single-bit binary adders, are
widely used in 32-, 64- and 128-bit coprocessors of universal computers (IBM, HP, Cray, Fujitsu, Hitachi) [6-8].

In [9-11], typical structures of ALUs in supercomputers were given, were corresponding ALU structures,
which are served by the data bus without access to the accumulator registers of individual cores.

The availability of memory registers in structures of this type of ALUs provides wide possibilities of deeply
synchronized and parallel algorithms for multiplication [12], division, exponentiation, etc.

The extremely widespread use of classical binary arithmetic with ripple carry-overs between bits in modern
computer systems and superprocessors is a very negative factor for increasing the speed of large bit-width computing
devices. For example, when adding and multiplying two n-bit MBCs, signals are delayed in the computing device by
n and 2n+(n-1) clock cycles, respectively. That is, when the memory registers of the ALU cores in supercomputers
are in the range of 128-2048 bits, the signal delay is, respectively, 256-4096 clock cycles when performing an addition
operation in classical multi-bit binary adders (MBAs) [13] with direct data inputs and outputs. Similarly, the speed of
matrix multipliers based on such components is 2048+(2048-1)=4095 clock cycles, respectively. It is obvious that
such speed is insufficient and practically unacceptable to solve many modern problems, even on the basis of
microelectronics of quantum computers.

Systematization of characteristics of single-bit combinational and synchronized binary adders with
minimax characteristics

Today, in the field of development of microelectronic structures of single-bit half, full, combinational and
synchronized binary adders, the structures proposed by us are characterized by minimal hardware complexity,
maximum speed of executing ripple carry-overs and generating logical sum values [14-20].

Fig. 1 shows single-bit components of MBAs based on direct data inputs, direct inputs of ripple carry-overs
and direct outputs of sums.

Such a full adder (right) has the following system characteristics:

1. A —hardware complexity: A =7V (V - gates).

2. Input/output speed parameters: z,(q,y, 2 S,) = 20, 7, (a3, > C,,,)=20, -, (C, 2 C,,, )= 20,
v microcycles.

Such a full adder (left) has the following system characteristics:

1. A —hardware complexity: A =6V.

2. Input/output speed parameters: 7, (g5, 2 S,) =20, 7, (C,, 2 Cour V=10, 7, (a;, = Cpyy ) =20
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«KOMIT'IOTEPHI CUCTEMU TA THOOPMAIIMHI TEXHOJIOT Ti», 2023, No 2



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

COMI B Cgu[
o TLC
m

n=(ab—>S)=2v
T, =(, —>C )=
Ty= (ab—> O =2 [

T, =(ay —5)=2v
7, =(C,, 2> Coup)=2v
7;=(a,,—>C,,)=2v

Fig.1. Microelectronic structures of single-bit full adders

Fig. 2a microelectronic shows structure of 6-gate single-bit binary full adder (FA) with paraphase data inputs
and direct output of the sum, inverse inputs and outputs of ripple carry-overs and extended functionality of generating

the inverse output of the sum (SW ) of the first half adder (HA1).
F1g 2b shows the minimax structure of 8-gate full adder with paraphase data inputs (qubits), inverse sum

output (S ;) and inverse inputs / outputs of ripple carry-overs (Cm , Com ).
b, a FA

S50 |

A=6V b_I c
) a, o === ]
CTozrr C:? C_:.” o LD;_O:'
-1—-—+ HA2 |e——0a s
T =(a.a”b.E —>S_)=2V l 7, =(a@bb,—S)=lv '
c. 1 Sf g _(Cm_) om) =lv —
_( m_) om’) Vv _(a - bb _)COM) "™ Cm
< (afazbibf — our) =lv

a)
Fig.2. Microelectronic structures of single-bit adders: a) 6-gate structure of single-bit FA; b) 8-gate structure of single-bit FA

Such a FA (fig.2a) has the following system characteristics:
1. A —hardware complexity: A =6V.

2. Input/output speed parameters: ¢, (g6, = S,) = 20, 7, (C_l-n 2> Cou )=, ¢, (g, 2> Chy)=10

This structure of a single-bit adder (Fig.2b), in comparison with the well-known high-speed adder with
paraphase inputs and outputs [21-23], which is a component of streaming multi-bit matrix multipliers and contains 20
logic gates, has 2.5 times less hardware complexity and, respectively, characteristics of reduced power consumption
and crystal heat release.

Such a FA (fig.2b) has the following system characteristics:

1. A — hardware complexity: A = 8V.

2. Input/output speed parameters: 7, (a5, > s,)=1v, =, (C_m 2> Cou)=1W, z; (ap, > Cpyp)=10
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The developed single-bit combinational adders with minimax characteristics compared to the well-known
classical structure [13], which contains 13 logic gates, has a signal delay of 6 clock cycles when generating the sum
and a ripple carry delay of 2 clock cycles, provide speed increase by 6 times when generating the sum signals and by
2 times when generating the ripple carry signals, as well as the reduction in hardware complexity by 1.6-2.2 times,
respectively.

Fig. 3 show the proposed structure of single-bit synchronized full adder-accumulator (SFAA) with memory
on D-triggers [16, 18].

SFAA

Cout T1 Cz'n
Sx
R
A=10V 3 i =
7, =(S,—>NS,)=4v RC D
7,=(C, —C,,)=3v T2
2'3=(al,b,,%Cam)=4v

Fig. 3. Microelectronic structures of synchronized full adder-accumulator

Such a SFAA has the following system characteristics:
1. A —hardware complexity: A =10V.

2. Input/output speed parameters: -, (s, > ~NS,)= 4, -, (c, > C,,, )= 3, 5 (a5, 2 C

out

)=4v

The developed single-bit synchronized combinational adders and synchronized adder-accumulators with

minimax characteristics are the basic components of multi-bit synchronized adder-accumulators that perform
computational operations of double binary arithmetic [24].

Theoretical foundations of double binary arithmetic
The basis of the binary arithmetic of the ALU in multi-bit supercomputers is the registration of the double

binary code (DBC) for each bit, the sum bits (S ;) and the ripple carry bits (Cj ) [24].

An example of generating DBC, as a result of adding two mono-binary codes (MBC) (x and y), is shown as
the following graph:

x=C(a, , ,a,, ,a,, a, )
+y=(b, |, b, , b, b, ),
d=(C, <SS, ,,.. ,C., <SS, ... C,<S, C <SS,

n-1 . n—1 . n-1 .on-l .
where X=Xax25y=Ybhx2,d=3%8x2'+3C, x2".
i=0

i+1
i=0 i=0 i=0

Thus, each position of a double binary number is presented by two bits (C/ Y ), which correspond to

quadrilateral arithmetic according to Table 1.

Table 1
Notation of a DBC position
L] L] L]
Ci+1 Si dl
0 0 0
0 1 S
1 0 28
1 1 38
28 MDKHAPOJIHUI HAYKOBMI JKYPHAJI

«KOMIT'IOTEPHI CUCTEMU TA THOOPMAIIMHI TEXHOJIOT Ti», 2023, No 2



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Generation of a double binary code is shown on the example of adding two 8-bit Fermat and Mersenne
numbers, which correspond to the following numbers in the decimal and mono-binary number systems: 25510) =
11111111 2); 12910y = 10000001 ).

Let us write these numbers in the form of a DBC and perform the operation of addition on them:

x=(0<1, ,0<1, ... ,0<1, 0<1)
+y=(0<1, ... ,0<0, ... ,0<0, o<1
d=(1<1, .. ,1<0, ... ,1<0, 1<0)

Such operation of generating a DBC by adding two mono-binary codes (x, y) and generating their sum (d)
is performed using the structure of the n-bit combinational adder, which is shown in Fig. 4.

b

1 Gy b a; bﬂ ay

't 'y |

HS fe—0m »:-- HS le— --- - HS

l i :

Cn Su-l C_‘f S_;' CO SCI

Fig. 4. Structure of n-bit sumator of DBC

An important feature of addition of two multi-bit binary mono-codes, which is implemented according to the
structure shown in Fig. 4, is its maximum achievable speed, i.e., 1 clock cycle regardless of the capacity of the input
codes.

The theory of double binary arithmetic developed by Professor Ya. Nykolaychuk [24] refers to a new,
previously unknown, number system (YaN), the use of which allows us to increase the speed of digital data processing,
presented by multi-bit binary codes, by several orders.

The use of DBCs in the ALU structures of supercomputers allows us to increase the speed of calculations
and the performance of digital data processing by 1-3 orders.

Synchronized multi-bit adder-accumulators

This type of adders is widely used in processors for statistical, correlation and spectral analysis, as well as in
the structures of high-performance synchronized matrix multipliers based on Booth's algorithm [25].

In Fig. 5, the structure of a synchronized multi-bit adder-accumulator (SMAA) [15], which is a component
of the device for determining the selective mathematical expectation, is proposed.

7 CIQ__ | i D T(l::)
K | I C fa— 5 .
m 1 |R : R "R
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Fig. 5. Structure of the device for determining mathematical expectation
The device consists of the following components: 1 — input n-bit data bus; 2 — output m-bit data bus; 3 —
channel for resetting triggers to zero state; 4 — synchronization channel; 5 — single-bit FSA; 6 — synchronized multi-
bit adder accumulator; 7 — synchronized binary counter on JK triggers.
The mathematical expectation is calculated according to the expression [12]:

12
M, =¥, (1)
ny
where, n — sample size; k, m — bits of input and output codes.

The main advantage of the synchronized adder- accumulator as part of the device for determining selective
mathematical expectation is the implementation of the addition operation in 4 clock cycles regardless of the capacity
of the input binary codes, which provides an increase in the speed of such processors by 1-2 orders compared to the
accumulation of the binary numbers sum in combinational adders with ripple carry-overs [13].

An advantage of such a device for determining the selective mathematical expectation is that the accumulated
DBCs are not needed to be decoded, since in the most significant bits a synchronous binary counter is used based on
JK-triggers, which with a delay of 2 clock cycles in each microcycle generates the output code of the most significant
bits of the adder in the binary code of the Rademacher number system.

Matrix multiplier based on Booth’s algorithm

The analyses of the system characteristics of known structures of matrix multipliers based on Brown’s,
Dadda, Booth’s and other algorithms were given in [22, 25-28], where it was shown that the speed of these processors
with n-bit input MBCs is not less than 2n+(n-1) clock cycles.

The disadvantage of these known structures in the multiplication cycle is the simultancous use of all
components of the adder matrix, which leads to significant power consumption and heat release of the crystals. The
use of multiplier structures based on Booth's algorithm [25] also does not lead to a significant increase in speed, since
in known structures, multi-bit binary combinational adders with ripple carry-overs are used in each pair of multiplied
bits.

For the first time, the proposed structure of the synchronized matrix multiplier, which contains synchronized
multi-bit adder-accumulators and implements Booth's algorithm, is presented in Fig. 6.
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Fig.6. Structural and functional scheme of a synchronized multi-bit matrix multiplier
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Such a synchronized multiplier of binary codes consists of the following components: 1 — the first n-bit input
data bus of the binary code (Xn-1,...,Xi,...,X0); 2 — the second n-bit input data bus of the binary code (yu,...,Yi+,---,¥1);
3 — synchronizer; 4 — output 4n-bit data bus of the binary code; 5 — 4n-bit memory register; 6 — n-bit synchronized
adder- accumulators; 7 — synchronized multiplexers (M7.1, M7.2, ..., M7.logon).

The synchronizer has output channels: Ro— a channel for resetting all device triggers to the 0-th state; Sx—
data recording synchronization channel on D-inputs of synchronized adder triggers; C;S; — channels for generating
permits for performing the addition operation between adders (1-2, 2-4, 4-8).

The device operates according to the following algorithm:

1. The potential '0" is fed to the R-inputs of the D-triggers of all registers and adders to set them to the zero
state.

2. With a delay of 3 clock cycles, a synchronizer generates a rising edge on the D-inputs of the trigger
registers and synchronized adders, where Booth codes (0,X,2X,3X) are written depending on the logical values (x;)
and (yiy;) in each n-th digit of the multiplier.

3. The information received at the outputs of the 2 least significant bits of registers and odd adders in the

form of codes Cj, 8 ta Cj:1,8 41 is written into the triggers of the output data bus (4), after which the gates x and y

are closed and then they do not participate in the operation of the device.
4. Synchronization signals, fed to each multiplexer lasting 12 clock cycles, add code to the adders - 4 clock

cycles §; and 8 clock cycles C;.

5. The signals of the synchronizer (4, 8, 12, 16, ...) activate the multiplexers, which initiate the addition of
the corresponding DBCs in pairs of adders (1-2,2-4, 4-8).
Thus, the total signal delay in this multiplier structure is calculated according to the following expression due to the
bit width n=1024: T =3+12x (log, n—2) =99 (clock cycles).

Compared to the known Brown’s multiplier, in which the signal delay is 2n+(2n-1) and when n=1024 it
equals 4095 clock cycles, the signal delay in the proposed 1024-bit multiplier based on binary arithmetic is 99 clock
cycles, respectively.

That is, the speed of the proposed multiplier is increased by 41 times in comparison with the known one.

The main advantage of the developed structure of the synchronized matrix multiplier, compared to the known
ones, is the possibility of significant reduction of power consumption and heat release of crystals by disconnecting the
input memory registers and odd adder-accumulators from the power supply that provides a corresponding reduction
in the power consumption of the crystal in the multiplication cycle by 42%.

Conclusions

Above mentioned areas of application and the main directions for improvement of high-performance multi-
bit matrix multipliers as components of ALU coprocessors in multi-core supercomputers, determine the perspective
of their effective applications in solving complex computing problems, which include exponentiation, multiplication,
division, square root extraction, etc. in statistical, correlation, spectral, cluster and entropy analysis.

The proposed structure of the synchronized matrix multiplier based on Booth's algorithm increases the speed
by 1-2 orders compared to the speed of known matrix multipliers. The obtained results of multiplication in the form
of a double binary code allow you to significantly speed up further calculations due to the absence of ripple carry-
overs in DBCs.
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EFFECTIVE PARTNERSHIP WITH BUSINESS AS A MEANS OF IMPROVING THE
QUALITY OF EDUCATION IN THE FIELD OF INFORMATION TECHNOLOGIES

The quality of education in the field of information technology depends on the use of modern tools of cooperation between
universities and leading companies. Micro-credentials, which are rapidly spreading throughout the world, are among the new
innovative tools, On the example of the SoftServe company, the experience of using dual study, non-formal study, professional
training of teachers is analyzed. Problems are identified and models of SoftServe cooperation with universities are described, which
increase the employability of graduates.

One of the important criteria that determine the quality of education is consideration of labor market requirementsin
education standards and educational programs (EP). This criteria is also among the main ones that are considered in the process of
accreditation of individualEP. In the system of vocational education and training, the balance between the content of education and
the requirements of employers is ensured by the fact that the training of specialists is carried out on the baseof list of professions
(professional qualifications), and both the standards of vocational education and individual educational programs are built based on
relevant professional standards.

In the field of professional pre-higher and higher education, the situation is more complicated, since the training of students
/s based on the list of specialties (established on the national level), and the relationship between individual specialties and the
corresponding professional qualifications and standards is much more complicated, sometimes even ambiguous. In these conditions,
it Is critical that institutions of higher education, especially technological ones, cooperate as closely as possible with the relevant
enterprises of the region, professional organizations, and individual employers. Such a phenomenon has already become typical in
the field of information technologies (IT). One of the factors that directly affects this is the desire of IT companies and, especially,
students to find employment as soon as possible, which in turn has a significant impact on the change in the market of educational
services: short educational programs, dual education, non-formal and informal education are becoming more and more popular.

Keywords: models of dual study, non-formal and informal education, micro-credentials.

Annpiit [IEPEUMUBIIA
JIpBiBchkuii Hamionansuuii Yuisepcuret im. 1. dpanka

Mapis PAIIIKEBHUY

Harionansanii YHiBepenteT «JIbBiBCbKa MO TEXHIKA

E®PEKTUBHE ITAPTHEPCTBO 3 BI3BHECOM K 3ACIB INIIBUIIEHHA AKOCTI
OCBITH B TAJIY3I IHOOPMAIIMHNUX TEXHOJIOI' T

SKicTb OCBITM B CQHEDI [HPOPMALIVIHNX TEXHOIOMY B 3HAYHIN MIDi 38/1EXUTH Bl BUKOPUCTaHHS Cy4YacHux @opMm T1a
IHCTPYMEHTIB CriiBrpaLl yHIBEPCUTETIB i3 MPOBIAHUMU KOMIIaHISMU. B Yucii HOBUX IHHOBALIMIHUX IHCTPYMEHTIB 3apa3 BUCTYIa0Th
MIKpOKBasigikauli, SKi LBMAKO MOLIMPIOIOTLCS B LIIZIOMY CBITI, Ha ripuksiasi KomnaHii SoftServe rpoaHasnizoBaHo 40CBIA 3aCTOCYBaHHs
AYa/IbHOI (pOpMU HaBYaHHS], HEDOPMA/ILHOIO HaBYaHHsl, MPOGECIIHOro BULLIKO/TY BUK/IBAaYIB. BugineHi npobremu 1a cghopmy ib0BaHo
mogesi crisripayi SoftServe i3 yHiBepcuteTamu, SKi MigBULLYIOTL FOTOBHICTb BUITYCKHUKIB 4O MPayeB/allTyBaHHS.

O4HUM 3 BaXXIMBUX KPDUTEPIIB, LU0 BU3HAYAIOTB SKICTb OCBITU, € BPaxyBaHHS BUMOIr PUHKY rpaLyi B OCBITHIX CTaHAapTax 1a
oCcBITHIX riporpamax (Of1). Lievd KpuTepivi Takox € 04HWUM 3 OCHOBHMX, SIKI BPaXOBYIOTLCS B MPOLIEC] akpeanTadii okpemmx Of1, Y cucremi
IPOGECIHIHO-TEXHIYHOI OCBITY 6a/IaHC MiXX 3MICTOM OCBITU Ta BUMOIramy pobOTOAABLIB 3a6E3I1eYYETHLCS TUM, LYO IIGroToBKa gaxiBLiB
34IVICHIOETBCA Ha OCHOBI 1IEPESTIKY MPogecivi (Tpogecivinnx kBaigikaLivi), a CTaHAapTV NPOPECiviHOI OCBITU Ta IHAUBIAYA/IbHI OCBITHI
nporpamu 6yAyroTeCA Ha OCHOBI BIAMOBIAHMX MPODECIHHNX CTAHAPTIB.

Y cgpepi ghaxoBoi nepeasniLoi Ta BULLOI OCBITV CUTYALIS CKIIaAHILLAE, OCKITEKU T4rOTOBKA CTYAEHTIB 34IMCHIOETHCS Ha OCHOBI
NEPETTIKY CrELIaIbHOCTEN (BCTAHOB/IEHOMO Ha HALIIOHA/IbHOMY PIBHI), a 3B'S30K MK OKDEMUMU CIIELIB/IbHOCTSIMU Ta BIAMOBIAHUMA
NPOGECIHiHNMU KBaJTIQhIKaLiaMHU | CTaHABPTaMN HABArato CKAGAHILWY, HOAI HABITb HEOAHO3HAYHWH. Y LMX YMOBaX KDPUTUYHO
BaX/MBO, o6 3aK/1aam BULLOI OCBITY, OCOO/INBO TEXHIYHI, IKOMOra TICHILLE CrTiBrpaLtoBasm 3 BIAMOBIAHNMU MTIAMPUEMCTBAMU PETOHY,
MIPOGECIHIHNMU OpraHi3aLliiMn Ta OKPEMUMU POBOTOLABLAMU. Take SBULLE BXE CTasI0 TUITOBUM y CHEDI iHGOPMALIIVIHNX TEXHO/IOMY
(IT). OgHum i3 akTopis, Skui 6E3NOCEPEAHBO BIIMBAE HA LE, € BaxarHs IT-KOMNaHWM [, 0cOB/IMBO, CTYAEHTIB SKOMOra LIBAALIE
MPALIEBNIALUTYBATUCS, YO, B CBOK YEPrY, MAE 3HaYHMy BII/IMB HA 3MIHY PUHKY OCBITHIX MOC/Ayr: AEAa/1 GifibLIOi MOy ISpHOCTI
HabyBaroTL KOPOTKI OCBITHI porpamu, AyasbHa ocsiTa, HeQOpMasibHa Ta iH@OpPMasibHa OCBITa.

Kimo4oBi cioBa. MOAENi AyasibHOroO HaB4YaHHs, HeQPOPMAsIbHE Ta IHPOPMAE/IbHE HABHYaHHS], MIKDOKBasigikauil.

Introduction
One of the important criteria that determine the quality of education is consideration of labor market
requirementsin education standards and educational programs (EP). This criteria is also among the main ones that are
considered in the process of accreditation of individualEP. In the system of vocational education and training, the
balance between the content of education and the requirements of employers is ensured by the fact that the training of
specialists is carried out on the baseof list of professions (professional qualifications), and both the standards of
vocational education and individual educational programs are built based on relevant professional standards.
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In the field of professional pre-higher and higher education, the situation is more complicated, since the
training of students is based on the list of specialties (established on the national level), and the relationship between
individual specialties and the corresponding professional qualifications and standards is much more complicated,
sometimes even ambiguous. In these conditions, it is critical that institutions of higher education, especially
technological ones, cooperate as closely as possible with the relevant enterprises of the region, professional
organizations, and individual employers. Such a phenomenon has already become typical in the field of information
technologies (IT). One of the factors that directly affects this is the desire of IT companies and, especially, students to
find employment as soon as possible, which in turn has a significant impact on the change in the market of educational
services: short educational programs, dual education, non-formal and informal education are becoming more and more
popular.

The SoftServe company is one of the leaders in the IT sector, has over 10,000 employees, a significant number
of whom work in the Western region of Ukraine. The rapid development of the IT market, which was somewhat
slowed down, but not stopped, by the Ukrainian-russian war, has as a result a shortage of personnel. Therefore, it is
not surprising that SoftServe closely cooperates with more than 60 higher education institutions of the region.
Hundreds of students at these universities, starting from the third year of study, work in the company. To say that their
level of training and the modernity of the programs satisfy SoftServe would be a significant exaggeration. And it is
not surprising that since 2019 the company has significantly intensified a cooperation with higher education
institutions, using all possible tools: dual education programs, teacher training, short training courses, joint
development of EP and their expert evaluation, scientific laboratories, etc. So, for example, almost a thousand students
participate in 20 dual study programs, more than 4,350 teachers have improved their qualifications, 170 programs of
individual academic disciplines have been updated, students working at SoftServe have access to the UDEMY
educational platform and specialized online courses developed by the company.

The main problems that hinder SoftServe cooperation with educational institutions are:

. inconsistency of the content of EP with the rapidly changing needs of the labor market, they are too
theorized, not saturated with practical components, the selective blocks of disciplines they contain are oriented more
towards teachers than students;

. insufficient personal experience of teachers in information technologies and tools used by the
company in commercial projects development;

. insufficient development of students' soft skills;

. terminological misunderstandings between the EP designers and the company's mentors during the
modernization of the EP as a whole and individual modules;

. recognition in EP and individual disciplines of learning outcomes obtained by students in the process

of practical work and professional development within the company.

Among the other modern educational innovations, dual study deserves special attention. A dual form of
education is an in-depth, integrated form of education for those who are ready to combine study in an educational
institution and gaining experience during real work in companies. In October 2019, the Ministry of Education and
Science of Ukraine initiated a pilot project in professional pre-higher and higher education institutions to train
specialists using a dual form of education. The analytical report on the results of which was published last year [1].
Currently, in the legislation of Ukraine, namely in the regulations of Ukraine "On Education", "On Professional Pre-
Higher Education”, dual education is legalized, and this creates appropriate conditions for the implementation of this
form of education in the activities of higher and professional pre-higher education institutions.

The use of elements of dual education has gained special importance since 2020, when firstly the COVID-
19 pandemic and then the russian intervention made the traditional educational process,basedon university classrooms
and laboratories, impossible. Institutions of higher education lost a significant part of their capacity to provide quality
education and began to look for help from outside, primarily among employers. SoftServe, among other technology
oriented companies, immediately began to introduce new opportunities, initially developing 3 dual education
programs with leading Lviv universities. As always, when new approaches to the educational process are introduced,
the testing of various organizational models has begun, using the appropriate possibilities of legislation.

Today, the SoftServe company uses two main models of dual training:

1. "Classical model" - when practical training, which is provided in the professionally oriented disciplines
of the program, is implemented in the company mainly during the implementation of real projects.

2. "Online model" - when students, while working in the company, obtain part of the necessary learning
outcomes by individual (under the systematic supervision of mentors) training on specialized platforms (both open
access and internal). Recognition of the obtained learning outcomes (as those obtained in non-formal education) is
based on the internal Regulations of each higher education institution.

The "classical model" provides students with the opportunity to apply their academic knowledge and skills
in real work settings where they can apply theoretical concepts to practical tasks and collaborate with professionals in
the relevant field. During the development of real projects in the company, students can gain valuable practical
experience, develop communication and interpersonal skills, and the ability to work in a team. The "classical model"
of dual study contributes to students' deeper understanding of the practical aspects of their profession, and also helps
them determine their professional interests and goals. It also helps align university education with the needs of the
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labor market, as companies can actively influence the curriculum and produce the specific skills and knowledge
required in a particular industry.

In addition, this model facilitates the deepening of partnerships between universities and companies,
ensuring the exchange of knowledge, resources, and expertise. Students participating in this model get a unique
opportunity to build a network of professional contacts and establish connections with specialists in the relevant field.
However, this is a more complicated model to implement because it involves a lot of bureaucratic procedures: such
as the concluding of a bilateral or tripartite contract, and an employment contract.

In addition, the introduction of dual study often causes resistance from teachers, since part of the credits of
the educational program or even academic courses are officially transferred to the company, which leads to a decrease
in the overall educational load, and sometimes to a reduction in staff.

"Online model" uses the possibilities of recognition of learning outcomes obtained in non-formal and
informal education introduced in 2022 by the Ministry of Education and Science of Ukraine. Students, working in the
company and performing real projects at the same time, have access to a variety of educational resources, which can
be both open for general access and internal, depending onthe specific project. These resources may include video
lessons, e-courses, interactive tasks, tests. Enrollment of acquired knowledge and skills into university educational
programs takes place based on the internal regulations of individual institutions of higher education, which recognize
the learning outcomes acquired by students during work at the company and their independent learning on platforms.
This model promotes flexibility and individualization of learning, as students can learn at their own pace and choose
the resources that best suit their individual project trajectories. It also facilitates interaction between students and
mentors, creating a virtual community where knowledge, experience and practical skills can be shared.

"Online model" shows new opportunities for students and companies in improving the quality of education
in the field of information technologies by combining academic knowledge with practical work experience in real
conditions. Based on the "online model", the SoftServe company is currently co-operating with more than 15
institutions of higher education, 20 EP in the Information technologies subject area have been updated. Students note
that with the help of this model it is possible to effectively allocate their time, focus on the work project and at the
same time get all the necessary knowledge required by the university curriculum. This model is a great challenge for
responsible and conscientious students who are ready to take responsibility and really want to become professionals
while studying at the university.

Obviously, in both cases, the work begins with a joint analysis and modernization of educational programs
(lasts approximately 6 months), and includes preliminary training of students in soft skills, which is funded by the
company during the second year of study. Further, based on the results of the assessment, students are selected for
dual education programme, which continues in the 3rd and 4th years of study, on a competitive basis.

We should emphasis that the main factors inhibiting the expansion of the range of programs using elements
of dual study and the recognition of the learning outcomes gained in non-formal education are: fears of teachers that
reducing the classroom load will lead to a staff reduction, a certain mistrust of the academic community regarding the
quality of learning outcomes in non-formal education, significantcompany's expenses for the participation in dual
form of education and the lack of a guarantee that the student will continue to work for the company after graduating
from university.

As already noted, the SoftServe company pays special attention to improving the qualifications of teachers
at partner universities, creating opportunities for them to study new information technologies and tools and promoting
professional development. For this purpose a set of certificate programs, specialized webinars, short-term internships,
and trainings, etc. are used.

Today, micro-qualifications (micro-credentials) begin to play a crucial role in professional development and
life-long learning, the need for their widespread use is emphasized in the European Strategy for the Development of
Skills and Abilities [2]. Since the beginning of 2020s several important recommendations concerning the micro-
credentials development and implementation have been published by UNESCO [3], European Training Foundation
(ETF) [4] and European Center for the Development of Vocational Education (CEDEFOP) [5]. In different forms
micro-credentials have been used for a long time, but there is no generally accepted understanding of them, formats
of description, assignment methods, approaches to their mutual recognition both at the domestic and international
levels. In this regard, in 2021, the European Commission, after carrying out special studies in cooperation with the
CEDEFOP, published the Council Recommendation on a European approach to micro-credentials for lifelong learning
and employability[6]. These recommendations define micro-credentials as the record of the learning outcomes that a
learner has acquired following a small volume of learning; these learning outcomes will be assessed based on
transparent and clearly defined criteria. They can be independent or combined with other credentials (educational
achievements) and are also supported by quality assurance in accordance with agreed standards in the relevant sector
or area of activity. This document recommends to EU members and candidates for membership the introduction
ofmicro-credentials to national qualification systems, offers the main principles and approaches to their development
and implementation, as well as the formats of their description in the relevant certificates.

Many countries and international professional organizations (for example, the European Consortium of
Massive Open Online Courses (European MOOC Consortium) [7], Latvia [8] and others) have published special
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analytical reports with the aim to promote the use of micro-credentials both in education and professional
development.

Since the introduction of micro-credentials into the system of qualifications must consider national
characteristics, this problem becomes particularly relevant for Ukraine, as a candidate for EU membership. At various
levels, we have already started discussing the expediency and possibilities of using micro-credentialsin education and
in the professional development, the first scientific publications and proposals have appeared [9].

The introduction of micro-credentials is particularly effective in the field of information technologies for the
establishment of effective cooperation between universities and IT companies, the implementation of digital
technologies into the educational process, and the improvement of the effectiveness of dual education.

The above-mentioned European Consortium of Massive Open Online Courses gives the following
recommendations on the formatting of micro-credentials:

° the total students workload is 4-6 ECTS credits,

. learning outcomes relate to levels 6-8 of the European Qualifications Framework (EQF) with the
possibility of extension to levels 4 and 5,

. assessment takes place in accordance with accepted quality assurance standards,

. reliable identification of the person must be ensured during the assessment,

. have a direct relationship with the needs of the labor market,

. the final certificate of micro- credentials must contain information about the content of the course,

learning outcomes, their level in relation to the EQF, the amount of ECTS credits.

Micro-credentials can also play an important role in creating opportunities for both students and workers to
gain professional qualifications that are defined by relevant professional standards. By its structure, the professional
standard (based on which professional qualifications are assigned) is hierarchical: the qualification covers a number
of work functions, for the performance of which it is necessary to possess a certain set of professional competences,
eachof which is a combination of relevant learning outcomes. According to the national law in Ukraine, both full and
partial qualifications are based on job functions, which greatly reduces their flexibility.In addition, the development
and approval of professional standards is a long procedure, as a result of which the newly created standards may lose
their relevance. Thesecond one, especially applies to the field of information technologies. At the same time, micro-
credentials can be designedon a set of professional competencies needed by employers today, and educational
institutions and qualification centers have the right to use them for the professional development of employees and
meeting the needs of the labor market.

In general, according to SoftServe opinion, micro-credentials should be developed with the aim of:
acquisition of certain technologies by students; specialization by choosing appropriate selective blocks of disciplines
within the framework of a broad programme of bachelor's training. In the latter case, a significant role can be played
by corporate and occupational standards, the development of which is currently being initiated by SoftServe company
specialists.

Conclusions

A close partnership between universities and technology companies is a modern trend in the development of
education and is especially effective in the field of information technology, where IT companies conduct specialized
training in their academies, offer a wide selection of specialized online courses. The formalization of the received
learning outcomes in the form of relevant documents can be carried out both by formal education institutions through
the inclusion of training results in their educational programs, and by qualification centers through the mechanisms of
recognition of the outcomes of non-formal and informal training, which are accredited at the state level and ensure
the quality of final assessment and the qualifications obtained.

Undoubtedly, the organization of specialists training by dual study in the system of higher and professional
pre-higher education is a more complex, time-consuming process, as it requires a more careful balancing of the
interests of the parties. Therefore, the cooperation of employers, educators, scientists, public and international
organizations is crucial for the development and implementation of different models of dual education for students,
contributes to increasing of the higher education institution ability to provide education and training of better quality
and meeting the current and futurelabor market demands.
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STUDY OF METHODS OF CREATING SERVICE-ORIENTED SOFTWARE SYSTEMS
IN AZURE

The modern development of service-oriented software systems is accompanied by the wide use of cloud technologies,
which affect the competitiveness of companies and their systems, which provide opportunities to expand the client base thanks to
the coverage of several regions of the city or country.

The advantage of cloud services is avallability in any part of the world where there is an Internet connection. Cloud providers
provide a large volume of services for various needs. such as hosting, deployment of containers, file storage, databases, etc.

In particular, all the most popular cloud providers offer several options for creating service-oriented software systems,
including both standard technologies and proprietary developments. This paper compares the methods of creating service-oriented
software systems based on the Azure cloud platform: Azure Container Apps, Azure Kubernete Service, and Azure Red Hat OpenShift,
The subject area of technologies for the implementation of service-oriented application architecture is considered, and criteria for the
analysis of methods for implementing applications with such an architecture are proposed. A software solution for comparing methods
of creating service-oriented applications based on the Azure cloud platform was designed and developed. The developed software
system provides an opportunity to rent scooters, bicycles and cars.

The purpose of the study is a comparative analysis of the methods of creating service-oriented software systems based on
Azure services, and the subject of the study is a software solution implemented using these methods.

The purpose of this work will be the development of a software system that will provide an opportunity to rent scooters,
bicycles and cars. Using this system, we will investigate the deployment of this system on certain services from Azure.

The results of this research on Azure services: Azure Container Apps, Azure Kubernete Service and Azure Red Hat OpenShift
can be used when creating a new software system, when expanding an existing software system, when transferring software system
components from other platforms to the Azure platform using these services.

Keywords: service-oriented software system, cloud technologies, Azure cloud, Azure Container Applications, Azure
Kubernetes Service, Azure Red Hat Open Shift, docker, web-services.

Onexkciit MAKEEB, Haranis KPABELLb

XapkiBchKHil HaIliOHAIBHUH YHIBEPCUTET PaiOCNeKTPOHIKH

JOCIIIKEHHA METOAIB CTBOPEHHSA CEPBICHO-OPIEHTOBAHUX
INPOT'PAMHUX CUCTEM Y AZURE

CydacHmii po3BUTOK CEPBICHO-OPIEHTOBAHNX MPOMPAMHUX CUCTEM CYIPOBOMKYETLCS LUNPOKUM BUKOPUCTAHHIM XM3PHUX
TEXHOJIONV, SIKI BI/INBAIOTE Ha KOHKYPEHTOCTPOMOXHOCTI KOMITaHIW Ta iX CUCTEM, LLYO HAAaKOTb MOX/IMBOCTI B PO3LIMPEHHT KITIEHTCHKOI
6331 3aBASKN OXOIM/IEHHIO AEKITBKOX 0671aCTes MICTa Yu KPaiHM.

[TepeBarow XMapHux CEPBICIB € AOCTYIIHICTb B 6yAb-SKui ToYLYi CBITY, A€ € MIGKTI0YeHHS 40 IHTEPHETY. XMapHi rnpoBavigepu
HAaAAaKTL BESMKM OOCSI CEpBICIB A/151 Pi3HNX MOTPEB: TaKuX SIK XOCTUHI, PO3ropTaHHS KOHTEUHEDIB, @alsioBe cxoBuLYEe, 6a3u JaHux
Toujo.

30Kpema BCi HaUmony/ISpHILLI XMapHi POBariepH IPOoroHYIOTE Kilbka BapiaHTIB CTBOPEHHS CEPBICHO-OPIEHTOBAHNX
TPOrPaMHNX CUCTEM, BKIIIOYAKOYH K CTaHAAPTHI TEXHOJION TaKk | B/IACHI po3pobku. Y AaHivi po6OTi BUKOHAHE MOPIBHIHHS METOAIB
CTBOPEHHS CEPBICHO-OPIEHTOBAHNX MPOrpPamMHmX cuCTeM Ha 6a3i xMapHoi niatgopmm Azure: Azure Container Apps, Azure Kubernete
Service 1a Azure Red Hat OpenShift. Po3r/isHyTO rpegmeTHy ob671acTe TEXHO/IOMNU peanizalii cepBicHO-OpIEHTOBAHOI apXITeKTypu
3aCTOCYHKIB, 3arpOriOHOBaHO KPUTEDIT A/19 aHasizy METo4iB peasizauii 3aCTOCYHKIB 3 Takow apXitektyporo. CrIpOEKTOBaHO T1a
PO3PO6IEHO NPOrPamMHe PILIEHHS /1S TOPIBHIHHS METOLIB CTBOPEHHS CEPBICHO-OPIEHTOBAHNX 3aCTOCYHKIB Ha 633l XMapHOi
nnargopmu Azure. Po3po67IeHa rporpamMHa CUCTEMa Hadae MOXIMBICTL 6patn B OPEHAY CaMOKaTH, BEJIOCUITEAN Ta aBTOMOBIII.

MeTor AOC/IAKEHHS € MOPIBHS/IbHW aHall3 METOLIB CTBOPEHHS CEPBICHO-OPIEHTOBAHMUX MPOrPaMHUX CUCTEM Ha 6asi
cepBiciB Azure, a npeaMeToM AOCTIKEHHS — MPOrpamMHE PIlLIEHHS], SKe Peasli30BaHe 3a JOMOMOror Lnx METOLIB.

OTpUMaHi pe3y/ibTatv AaHOro AOUTIMKEHHS Ha Azure cepsicamu: Azure Container Apps, Azure Kubernete Service ta Azure
Red Hat OpenShift, moxwHa 6yae BUKOPUCTOBYBATY Ipy CTBOPEHI HOBOI MPOrpamMHoi cucTemu, rnpu PO3LLIMPEHHI ICHYHOYOI TporpamHoi
cUCcTeMH, IPU NIEPEHECEHHI KOMITOHEHTIB MPOrpPamMHoi cucTemMu 3 IHIMX 111aT@opM Ha Azure riatg@opMy BUKOPUCTOBYIOYN AaHI
cepsich.

KIT1040BI C/10Ba. CEPBICHO-OPIEHTOBAHA MPOrpamMHa CUCTEMAE, XMaPHI TEXHOJION, XMapa AZUre, rporpamm-KoHTeuHepH Azure,
cepsic Kubernetes Azure, Azure Red Hat OpenShift, Aokep, Beb6-cepsich.

Introduction
Service-oriented architecture [1] is a software architectural pattern that uses a modular approach to software
development based on the use of distributed, loosely coupled replaceable components equipped with standardized
interfaces to interact using standardized protocols.
Service-oriented architecture is not tied to a specific technology. It can be implemented using a wide range
of technologies, including technologies such as Web services, message-oriented middleware, enterprise service bus,
microservices.
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This architecture can include the following elements, as can be Application frontend, services, service bus or
message broker, data storage. These elements can be loosely connected services that interact through a strictly defined
interface with each other.

When implementing a service-oriented architecture, it is necessary to attach to certain principles, namely:

—  ensuring compatibility;
—  weak interdependence;
—  abstraction;

—  degree of detailing.

Ensuring contiguity means that any system will be able to run the service regardless of the underlying
platform or programming language. For example, business processes can use services written in C#, Java, and Python.

The principle of weak interdependence suggests that services should be weakly connected, which should
have as few external dependencies as possible. That way, if you change a service, it won't affect client applications
and other services that use that service.

The principle of abstraction means that users do not need to know the logic of the service code or the details
of the implementation. For them, services should be like a black box.

The principle of the degree of detail means that the services should have an appropriate size and scope.
Developers can use multiple services to create a composite service to execute complex logic.

Service-oriented architecture has a number of advantages, namely:

- reduction of market entry time;

- effective service;

- improved adaptability.

Efficient maintenance makes it easier to create, update, and debug small services than larger blocks of code in
monolithic applications.

Improved adaptability makes it possible to modernize your programs effectively and without unnecessary
costs.

For the study, service-oriented software for renting vehicles, namely scooters, bicycles, and cars, will be
developed to investigate the deployment system on certain services from Azure.

Related Works

At the current time, we have some technologies for implementing service-oriented architecture:

- Microservice architecture[2];

- RESTful Web Services[3];

- GraphQL.

Microservice architecture is a specific implementation of a service-oriented architecture (SOA) that focuses
on breaking down a large, monolithic system into smaller, independent services that can be developed, deployed, and
scaled independently. Microservices are designed to be loosely coupled and communicate with each other through
APIs.

In a service-oriented architecture, microservices can provide a number of benefits, including:

- Greater flexibility: Microservices allow for faster and more frequent deployments, as individual
services can be developed and deployed independently of each other.

- Better scalability: Because microservices can be scaled independently, it's easier to handle changes
in demand for specific services without impacting the rest of the system.

- Improved fault tolerance: By isolating each service, it's easier to handle failures in one service
without impacting the rest of the system.

However, implementing a microservice architecture in a service-oriented architecture can also introduce
some challenges. For example:

- Increased complexity: With more services, there is greater complexity in managing service-to-
service communication, monitoring, and testing.

- Data consistency: Maintaining consistency across multiple services can be challenging, as each
service may have its data store.

- Service discovery: In a microservice architecture, services need to be discoverable by other services,
which can be challenging to manage.

Representational State Transfer (REST) is an architectural style that defines a set of constraints for building
web services. RESTful web services conform to these constraints and are designed to be simple, lightweight, and
scalable. They use HTTP methods such as GET, POST, PUT, and DELETE to perform CRUD (create, read, update,
delete) operations on resources. In a service-oriented architecture, RESTful web services can be used to facilitate
communication between services by providing a standard way for services to interact with each other. Each service
can expose a RESTful API that other services can use to access its functionality.

Some benefits of using RESTful web services in a service-oriented architecture include:

- Scalability: RESTful web services are designed to be scalable, making it easy to handle changes in
demand for specific services.
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- Interoperability: Because RESTful web services use standard HTTP methods, they can be accessed
by a wide variety of clients and platforms.

- Simplicity: RESTful web services are easy to understand and can be implemented using simple,
lightweight frameworks.

However, implementing RESTful web services in a service-oriented architecture can also introduce some
challenges. For example:

- Data consistency: Maintaining consistency across multiple services can be challenging, as each
service may have its own data store.

- Service discovery: Services need to be discoverable by other services, which can be challenging to
manage.

- Security: RESTful web services need to be secured against unauthorized access and attacks such as
SQL injection.

GraphQL is a query language and runtime for APIs that was developed by Facebook in 2015. It provides a
more flexible and efficient way for clients to request data from servers, allowing clients to specify exactly what data
they need and reducing the number of round trips to the server. In a service-oriented architecture, GraphQL can be
used to facilitate communication between services by providing a single API endpoint that aggregates data from
multiple services.

One of the main benefits of using GraphQL in a service-oriented architecture is that it allows for greater
decoupling between services. Because each service can expose its own GraphQL schema and resolvers, other services
can query that service's data without needing to know the details of its internal implementation. This makes it easier
to change or replace individual services without impacting the entire system.

However, implementing GraphQL in a service-oriented architecture can also introduce some challenges. For
example, it requires careful consideration of data ownership and access control, as well as potential performance
implications due to the increased number of round trips to the server. Additionally, it may require additional
development effort to create and maintain the GraphQL schema and resolvers for each service.

The software system will be implemented using RESTful web services because web services are easy to
implement using modern frameworks, web services can be used in different systems because they support HTTP
methods, and web services can support scalability. Using the RESTful web services the system will be implemented
for renting scooters, bikes, and cars. This system will be used in the Azure services to analyze methods for creating a
service-oriented software systems.

Methods of creating service-oriented software systems in Azure

In Azure we choice three services for creating container applications:

- AzureContainerApps[4];

- AzureKubernetesService[5];

- AzureRedHatOpenShift[6].

Azure Container Apps is a service provided by Microsoft Azure that allows you to run and manage
containerized applications without having to worry about the underlying infrastructure. It simplifies the process of
deploying and managing applications in a containerized environment.

Azure Container Apps can be used in a variety of scenarios, as you can see on the Fig. 2, including:

- Running web applications: You can use Azure Container Apps to run web applications built on any technology
stack, including Node.js, Python, PHP, .NET, and more.

- Running microservices: Azure Container Apps can be used to run microservices-based applications, allowing
you to easily deploy and manage each service as a containerized application.

- Running batch processing jobs: You can use Azure Container Apps to run batch processing jobs, such as data
processing or image rendering, in a containerized environment.

- Running Al and machine learning workloads: Azure Container Apps can be used to run machine learning
models and other Al workloads in a containerized environment, providing a scalable and reliable platform for your
applications.

- Running loT workloads: Azure Container Apps can be used to run loT workloads, such as data ingestion
and processing, in a containerized environment, allowing you to easily scale your applications as needed.

Applications built on top of Azure Container Apps can scale dynamically based on the following
characteristics:

- HTTP traffic;

- event-driven processing;

- CPU or memory load.

Azure Container Apps allows the execution of application code packaged in any container and is independent
of the runtime environment or programming model.

Azure Container Apps manages automatic horizontal scaling using a set of declarative scaling rules. When a
container application scales, new instances of the container application are created on demand. These instances are
known as replicas. When you first create a container application, the scale rule is set to zero.
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Azure Kubernetes Service (AKS) is a managed container orchestration service provided by Microsoft Azure.
It allows you to deploy, manage, and scale containerized applications using the open-source Kubernetes orchestration
engine.

Kubernetes is the de facto open source platform for orchestrating containers, but typically requires a lot of
cluster management overhead. AKS helps manage much of the overhead by reducing the complexity of deployment
and management tasks. AKS is designed for users and companies who want to build scalable applications using
Docker and Kubernetes using the Azure architecture.

You can create an AKS cluster using the Azure Command Line Interface (CLI), the Azure portal, or Azure
PowerShell. Users can also create template-based deployment options using Azure Resource Manager templates.

The main benefits of AKS are flexibility, automation, and reduced management costs for administrators and
developers.

Some of the key features of AKS include:

- Automatic scaling: AKS can automatically scale your cluster based on the demand for your applications.
This allows you to handle sudden increases in traffic without having to manually add more resources.

- High availability: AKS provides built-in high availability features, such as automatic node replacement
and node redundancy, which ensure that your applications remain available even in the event of node failures.

- Security: AKS provides a secure environment for your containerized applications, with features such as
network security policies, private cluster access, and integration with Azure Active Directory.

- Integration with other Azure services: AKS integrates with other Azure services, such as Azure Container
Registry and Azure Monitor, which allows you to easily manage your containerized applications and monitor their
performance.

An AKS deployment also spans two resource groups. One group is just a Kubernetes[7] service resource and
the other is a node resource group. A node resource group contains all the infrastructure resources associated with the
cluster. A service principal or managed identity is required to create and manage other Azure resources.

A Kubernetes module encapsulates a container and how packages are assembled into nodes. Kubernetes node
can contain different pods. For example, Front-end, Back-end, undrelated pods, etc.

Azure Red Hat OpenShift (ARO) is a fully managed container platform offered jointly by Microsoft and Red
Hat. It provides a Kubernetes-based platform for developing, deploying, and managing containerized applications as
you can see the high-level architecture of Azure Red Hat OpenShift.

Running containers in production with Kubernetes requires additional tools and resources. This often
involves juggling image registries, storage management, networking solutions, and logging and monitoring tools, all
of which must be versioned and tested together.

Building container-based applications requires even greater integration with middleware, frameworks,
databases, and CI/CD[8] tools. Azure Red Hat OpenShift brings it all together in a single platform, making it easier
for IT teams while giving teams what they need to get things done. In addition, the Microsoft Azure Red Hat OpenShift
service allows you to deploy fully managed OpenShift clusters.

Some of the key features of ARO include:

- Automatic scaling: ARO can automatically scale your cluster based on the demand for your applications.
This allows you to handle sudden increases in traffic without having to manually add more resources.

- High availability: ARO provides built-in high availability features, such as automatic node replacement and
node redundancy, which ensure that your applications remain available even in the event of node failures.

- Enterprise-grade security: ARO provides a secure environment for your containerized applications, with
features such as network security policies, private cluster access, and integration with Azure Active Directory.

- Integration with other Azure services: ARO integrates with other Azure services, such as Azure Container
Registry and Azure Monitor, which allows you to easily manage your containerized applications and monitor their
performance.

- Support for legacy applications: ARO includes support for running legacy applications, such as databases
or other stateful workloads, within the platform, making it easier to modernize your applications.

Design and development of the software solution

Designing an architecture for a service-oriented software system is a complex and important process with a
complex subject area. Considering the subject area of the transport rental software system, a multi-tier architecture
was chosen for the backend of the web application, and Flux was chosen for the client application.

The server and client application will communicate using the REST API, and the authorization mechanism
will also be used. A relational database will be used to store data about transport, users and other subject models.

A relational database will be used to store data about transport, users and other object models.

All services that will be developed will be able to create a Docker image, so that they can then be placed in
Docker containers, as shown in Fig. 1.
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End users
Azure PostgreSQL
“

Frontend container Nginx container %::% Backend container

Fig. 1. The structure of Docker containers

The server part and the client part will be in Docker[9] containers, and nginx will handle requests.

Nginx is a web server used as a reverse proxy, load balancer, mail proxy and HTTP cache. Nginx[10] will
redirect the request from the end user to the desired container.

Creation of Docker images will be done via Dockerfile.

A Dockerfile is a text document that contains all the commands that a user can call at the command line to
build a Docker image. The Dockerfile will include the core files for building and configuring the project.

Building Docker images can be done locally for local testing and through a CI/CD process. If this is done
through CI/CD, then in this case, the creation of Docker images should be done as the last step to check the service
for correct execution of the main functionality.

To carry out planned studies of Azure services, it is necessary to build a prototype of a software system using
design patterns, technologies, and certain architectural styles. This software system will be responsible for renting
bikes, scooters, and cars and providing them in Ukrainian cities.

Backend: On the server side, we use the SOA architecture as shown in Fig. 2. The architecture contains 2
services: core service, mail service. These services communicate through the Azure Service Bus using the queue.
Also, these services use the same database, Azure PostgreSQL. Each service is responsible for specific business logic.
The core service includes the primary logic for renting transports. The mail service is responsible for sending emails
to users to notify users, sending verification codes after registration, etc. Communication between services also uses
protobuf to standardize sending and receiving data. Protocol Buffers (Protobuf) is a free and open-source cross-
platform data format used to serialize structured data. It is useful in developing programs to communicate with each
other over a network or for storing data. Also, communication between services and clients uses the API Gateway to
hide requests to the services and provide user-friendly API to end users.

To start developing the business logic, it is first necessary to design the use cases of the system for different
users using UML.

During the development of the system, a UML diagram was created, this diagram represents the roles of the
users of the system, as well as information about the functionality available to each role, thanks to which you can get

an idea of what the end user can get.

T

P i

Core service Mail service
Client apps API Gateway

e

Azure PostgreSQL

Fig.2. The backend architecture

Fig.3shows a capability diagram for a vehicle rental software system.
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Fig. 3. UML for the software system

All system users are divided into two main roles:

- authorized user;

- unauthorized user.

This software system includes 2 roles of an authorized user:

- system administrator;

- authorized user.

Each role has its own restrictions on the use of functionality. A user who has the role of an unauthorized user
can authorize in the system, that is, register or log in to the system. You can also view transport and select a city for
further transport selection.

A user with the role of an authorized user can view transport, view a city, rent a vehicle, view his profile,
edit his data and top up his balance.

A user with the role of an administrator manages user data, transport and cities.

We will use PostgreSQL[11] for data storage. The PostgreSQL database is compatible with several major
programming languages and protocols, including C, C++, Go, Perl, Python, Java, .Net, Ruby, ODBC, and Tcl. This
means that users will be able to work in the language they know best without the risk of system conflicts. To work
with this database, we will use Azure Database for PostgreSQL server.

The services will be built on a multi-tier architecture to divide the logic. One of the biggest advantages of a
multi-tier architecture is that new functionality can be easily added to the system. Making changes to one of the system
levels will not affect the modification of the system components in any way if the interaction goes through interfaces
and isolation of the model from other components.

In the component diagram, as shown in Fig. 4, you can see parts for each service and how services
communicate with each other.

s ~ 7o ~

Service Controllers Service
REST API
Y
HTTPS
AP| Gateway Data Source
/ i
HTTPS Azure PostgreSQL :::

Processing Services

B M—

» Listener services

N T "4

Data Source
Repositories

Sender Services

Azure Service Bus

AL P

Fig.4. Component diagram

The core service contains four layers: controllers, domain services, data source, and sender services. Domain
services can communicate with repositories and sender services. The sender services send messages to the Azure
Service Bus, and others receive these messages. In this case, the Mail service contains the listener services to receive
notifications from the Azure Service Bus. After getting messages, it starts processing them through the processing
services responsible for providing a specific logic for sending mail to users. The data source layer includes repositories
and communicates with Azure PostgreSQL.
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The mail service contains three layers: listener services, processing services and data source. The listener
services receive messages from the Azure Service Bus and start processing them using the processing services. The
processing services define a pattern for sending emails. It can be password confirmation, suggestions of the day/week,
new updates.

For implementing core and mail services we choice the Java and the Spring Framework. This framework
provides rapid development for writing the server part of the system. To make the communication of levels as simple
as possible, the principle of injection through the Spring Framework, namely the Spring Boot and Spring Core
modules, will be used. For services to work on different devices using the required versions of the libraries, the Gradle
automatic assembly system was chosen. Also, thanks to the Gradle configuration, it is possible to break the structure
of the server application into separate modules that will be responsible for separate levels of the architecture.

Frontend:To implement the client part, the TypeScript programming language and the React library were
chosen. TypeScript will provide us with data typing, which will facilitate the scaling of this software system, and
thanks to the React library, we will be able to create components that will be used in the implementation of the Flux
architecture. The Flux architecture includes components such as Dispatcher, Store, React Views, and Action Creators.

The Flux architecture imposes restrictions on the flow of data, in particular, excluding the possibility of
updating the state of components themselves. This approach makes the flow of data predictable and makes it easier to
trace the causes of possible errors in the software.

Analysis of methos for creating a service-oriented software system in Azure using a software solution

After implementing the software system, we are going to start compare Azure services using the scales:

- cost and pricing;

- features and functionality;

- speed of deployment;

- support container registries;

- monitoring and logging support;

Cost and pricing

For calculating we used the official pricing calculator - https://azure.microsoft.com/en-us/pricing/calculator/
and calculated prices for 1 month. After researching we collected the main characteristics of each service and used
the results to create table 1 with the cost and pricing for Azure services.

Table 1
Cost and pricing services
Service name Azure Container Apps Azure Kubernetes Services Azure Red Hat OpenShift
vCPU 4 4 4
Memory 16 GB 16 GB 16 GB
Requests per month 60 million - -
Nodes - 4 4
Temporary storage - 150 GB -
Master nodes - - 8 vCPU, 32 GB RAM
Price per month 771.04% 744.60$ 2545.87%

Features and functionality
After researching we determined some features and functionality for Azure Container Apps, Azure
Kubernetes Service and Azure Red Hat OpenShift and represented them in table 2.

Table 2
Features and functionality
Service names
.Docker image support 6. Monitoring and l_oggmg ) 1 l.Sl{ppon for different types of
. 7. Support for multiple programming  containers
Azure 2. Auto-scaling
. - . . . languages 12. Cluster Management
Container 3.Integration with various Azure services - .
. 8. Scaling services 13. Backup and Restore
Apps 4 Network Configuration . .
. . 9. Deployment speed 14.Support for different operating
5. Security protection .
10. Versioning systems

1. Optimized Kubernetes Management 9. Scaling services 18. Flexibility

2. Auto-scaling 10. Deployment speed 19. Cross-platform support20.

3. Docker image support 11. Versioning Integration with Azure Arc

4. Integration with AzureMonitor 12. Support for different types of 21. Integration with Azure Policy for
Azure 5. Integration with Azure Active Directory ~ containers Kubernetes
Kubernetes | 6. Security protection 13. Cluster Management, 22. Network management
Services 7. Integration with Azure DevOps 14. Backup and Restore 23. Integration with Azure Private

8. Support for multiple programming 15. Automatic recovery Link

languages 16. Remote access 24. Support for different types of

17. Integration with Azure Policy accounts
Azure Red | 1. Kubernetes-based container 15. Automated testing and quality 28. Kubernetes Operators for
Hat orchestration assurance automated application management
OpenShift
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2. Red Hat Enterprise Linux operating
system 3. Integration with Azure services
4. Enterprise-grade security

5. High availability and disaster recovery
options

6. Scalability and elasticity

7. Monitoring and logging

8. Resource utilization tracking and
optimization

9. Automated container builds and
deployments

10. Multi-cluster management

11. Application templates and deployment
patterns

12. Developer tools and SDKs

13. Integrated development environment
integration

14. Application lifecycle management

16. Continuous integration and
deliverypipeline

17. Git integration and version
control

18. Application scaling and load
balancing

19. Networking and service mesh
capabilities

20. Role-based access control

21. Compliance and audit logging
22. Integration with external identity
providers

23. Customizable policies and quotas
24. Resource tagging and
management

25. Secure image registry and
distribution

26. Integration with third-party
registries

27. Application portability across
hybrid cloud environments

29. Full-stack observability with
Prometheus and Grafana 30.
Distributed tracing with Jaeger

31. Logging with Elasticsearch,
Fluentd, and Kibana

32. Integration with Azure DevOps
for end-to-end software development
33. Container-native storage

34. Data persistence options

35. Serverless computing with Azure
Functions

36. Artificial intelligence and
machine learning services

37. Edge computing and [oT
integration

38. Compatibility with Red Hat
OpenShift ecosystem and
marketplace

39. Flexible pricing and billing
options

40. Enterprise-level support and

service level agreements

Support container registries
After getting results we can represent table 3 for showing the number of container registries that Azure
services support.

Table 3
istries
Azure Kubernetes Services

Support container re
Azure Container
Apps
Docker Hub +
Azure Container Registry
GitHub Container Registry
Amazon Elastic Container Registry
Google Cloud Registry
Harbor Registry
JFrog Container Registry
Quay.io
Red Hat Quay
IBM Cloud Container Registry
GitLab Container Registry
Artifactory
Quay Enterprise
VMware Harbor Registry
Oracle Cloud Infrastructure Registry
Azure Stack Hub Container Registry

Azure Red Hat
OpenShift
+

Service name

]+

e R Ea e B e e e R B

e e R B o o B o o ) e

Monitoring and logging support

After researching we determined monitoring and logging features for Azure Container Apps, Azure
Kubernetes Service and Azure Red Hat OpenShift. Monitoring and logging features help to monitor and diagnose the
state of the app to improve performance. Azure Monitor for monitoring and analyzing metrics, logs, and traces of
distributed applications. Azure Log Analytics to collect, analyze and visualize logs from various sources in Azure,
including container logs. Azure Application Insights for monitoring and analyzing the performance of applications
running in containers. Kubernetes Dashboard for visualizing the status of a Kubernetes cluster and its components.
Azure Log Analytics to collect, analyze and visualize logs from various sources in Azure, including container and
Kubernetes cluster logs. Prometheus for collecting, monitoring, and analyzing Kubernetes and container metrics.
Grafana for visualizing monitoring data from Prometheus and other sources. Kibana for visualizing logs collected
using Elasticsearch and Logstash. Elasticsearch for storing and indexing logs from various sources. Fluent to collect
and forward logs from containers to Elasticsearch or other storage. Jaeger for tracing distributed applications and
identifying problems in the interaction between application components. OpenShift Console for visualizing the state
of the cluster and its components. Istio for managing network traffic between application components and protecting
against security threats between microservices. Other descriptions of these technologies you can read in the previous
paragraphs.

After getting results for monitoring and logging we can represent table 4 for showing the number of
monitoring and logging functionality that Azure services support.
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Table 4
Monitoring and logging support
Servicename Azure Container Apps Azure Kubernetes Azure Red Hat
Services OpenShift
Azure Monitor + + +
Azure Log Analytics + + +
Azure Application Insights +
Kubernetes Dashboard +
Prometheus + +
Grafana + +
Kibana + +
Elasticsearch + +
Fluentd + +
Jaeger + +
OpenShift Console +
Istio.OpenShift Console +
Speed of deployment

For comparing speed of deployment we pushed our system to GitHub repositories to deploy them on the
different services. For deploying we will use pipelines to deploy new images to Azure Container Apps, Azure
Kubernetes Service and Azure Red Hat OpenShift. We will run 10 times pipelines for each services. In the case for
Azure Red Hat OpenShift, we will use Argo CD to configure GitOps processors, one of which is the image
deployment. We got average results for each service: Azure Container Apps is 80 sec, Azure Kubernetes Service is

207 sec and Azure Red Hat OpenShift is 220 sec.

Analysing results of deployments, we can create diagram to visualize the results as shown in Fig. 5.

Speed Of Deployment

230 230
220 220 X
200 210 £ Qs 24
200 198 200
190

Time (sec)

8
g

70
60

1 2 3 4 5 6 7 8 9
Number of deployments
Azure Kubemetes Service

Azure Kubemetes Service Aure Red Hat OpenShift

Fig. 5. Speed of deployments

After analyzing methods of creation, we can create a table with results as shown in table 5.

Table 5
Results of analyzing methods
Features and Speed of Support container Monitoring and
. Cost and . . s .
Services/Scale ricing (§) functionality deployment registries logging support
p g (amount) (sec) (amount) (amount)
Azure Container Apps 771.04 14 80 11 3
Azure Kubernetes Service 744.60 24 204 14 9
Azure Red Hat OpenShift 2545.87 40 220 16 10
Conclusions

The article explored the study of methods for creating service-oriented software systems in Azure. Based on
the results of the experiment, the following conclusions can be drawn. In terms of cost and pricing, Azure Container
Apps is the most cost-effective option, while Azure Red Hat OpenShift is the most expensive. However, the cost
difference is largely due to the advanced features and capabilities offered by Azure Red Hat OpenShift, which may
be necessary for more complex applications or large-scale deployments.
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In terms of features and functionality, Azure Red Hat OpenShift offers the most advanced set of features,
including large-scale cluster support, advanced security support, and integrated CI/CD tooling. Azure Kubernetes
Service offers a comprehensive set of features and functionality, while Azure Container Apps provides a simpler,
more streamlined option for containerized application deployment.

In terms of support for container registries, all three services offer support for a wide range of container
registries, with Azure Container Apps and Azure Kubernetes Service offering similar options and Azure Red Hat
OpenShift offering a slightly wider range of options.

In terms of monitoring and logging support, Azure Kubernetes Service offers the widest range of tools, while
Azure Red Hat OpenShift offers advanced security features and integrations.

In terms of speed of deployment, all three services offer fast and efficient deployment of containerized
applications, with Azure Red Hat OpenShift offering the most advanced features for pipeline automation and
integrated CI/CD tooling.

Ultimately, the best choice for a particular project will depend on the specific needs and requirements of the
application being developed, as well as factors such as budget, development team experience, and existing
infrastructure. After receiving and analyzing the results, we can see such prospects as choosing an Azure service for
a certain budget and business needs for building a new system.
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APPLICATION OF A MATHEMATICAL MODEL FOR THE GENERATION OF
SEPARATE ELEMENTS OF A STEGANOGRAPHIC SYSTEM IN A HIGHER
EDUCATION INSTITUTION

Information protection is extremely important not only in the commercial, but also in the state sphere. The Law of Ukraine
"On the National Security of Ukraine" among the threats to the national interests and security of Ukraine in the information sphere
Iindicates: computer terrorism and crime, disclosure of secret or confidential information that is the property of the state or is aimed
at ensuring the needs and national interests of society and the state; manipulation of public consciousness, in particular, by spreading
false information. There is a need to protect various information systems, in particular local networks of state and commercial
institutions, from the threat of information leakage and copyright infringement.

The article presents the method of generating separate elements of the steganographic system based on the combination
of cryptography and steganography methods, which makes it possible to increase the level of information protection and develop
more effective new non-traditional methods of ensuring information security in the global network. Considering the constant
development and improvement of computer cryptography and steganography methods, the study of this particular area of
steganoanalysis is the most relevant.

It is proposed to apply the method of replacing the least significant bits (LSB method), because it, in combination with the
RSA cryptographic algorithm, allows to ensure a high level of information security and the speed of embedding and extraction of a
large amount of information.

The practical value lies in the ability to quickly generate steganographic containers and ensure reliable encryption and
decryption of hidden information in them. At the stage of experimental research, the proposed method of replacing the younger bits
was compared with other methods that could be used to generate individual elements of the steganographic system. According to
research results, the LSB method has clearly confirmed its effectiveness. The results of the experiment showed the high stability and
quality of the received data encryption and decryption method when sending it through an open communication channel (e-mail).

Keywords: steganographic system, cryptography, encryption, decryption, steganoanalysis, fractals, RSA, LSB

Jlronmuna HEUBOJIOAA, Katepuna KPUKYHEHKO, Karepuna [IAPAMOHOBA

JlonGacbka ep)kaBHA MalIMHOOYMiBHA aKa eMis

3ACTOCYBAHHA MATEMATI/I‘IHQi MOJEJI IJ5 TEHEPALIT OKPEMHX
EJIEMEHTIB CTETAHOI'PA®IYHOI CUCTEMMH Y 3AKJIAAI BUIIIOI OCBITH

3axuct iHopMaLlii € Haf3BNYaNHO BaXIIMBUM HE TiJTbKu B KOMEDLIVHIV, ane ¥ y AepxaBHiv cgepil. 3akoH Ykpaikm "lpo
HaLoOHa/IbHy 6e3reky Ykpaihm" cepeq 3arpo3 HaLiOHa/IbHUM [HTEpecaM | 6e3reyi YKkpaiHn B IHGOpMaUiviHivi ciepi 3a3Hayae:
KOMIT'IOTEPHMV TEPOPU3M Ta 3/TOYUHHICTB, PO3rO/IOLLEHHS TAEMHOI 360 KOHQIAEHLIVIHOI iH@OpMALYi, SKa € B/IACHICTIO AEDKaBN 360
CIIPAMOBAaHa Ha 3a6e3r1e4YeHHS OTPED Ta HaLliOHa/IbHUX [HTEDECIB CYCITi/IbCTBA | AEDKABY,; MAHIY/II0BAHHS CYCITiIbHOK CBIAOMICTIO,
30KpeEMa, LL/ISIXOM TTOLUMPEHHS HErpaBAnBOI [H@OPMaLT. ICHye HEOBXIAHICTE 3axXUCTy PI3HUX THGOPMAELIIHNX CUCTEM, 30KpeMa,
JIOKa/IbHUX MEPEX AEPKABHUX | KOMEPLIVIHUX YCTaHOB, Bifl 3aIrpo3u BUTOKY IHGOPMALIT Ta ITOPYLLEHHS aBTOPCHKMX I1DaB.

Y cTarTi npeacTaBnieHo METOAUKY FEHEPALIT OKPEMUX €1EMEHTIB CTEraHorpagidyHoi cucremm Ha 6a3i 06 €qHaHHi MeToaiB
KpunTorpa@ii- 1@ creraHorpaii, o Aace 3Mory rigBALYUTU DIBEHL 3axuCTy IH@OpMAaLIi 1@ po3pobmutu 6Oifibll e@eKTUBHI HOBI
HETPaAnUiviHi MeToan 3a6E3reYeHHs IHGOPMALIIHOI 6e3riekn y 7106a/bHIN MEPEXI, 3BaXaroun Ha HEBIMHHMN PO3BUTOK Ta
B/JOCKOHA/IEHHSI METO4IB KOMITIOTEPHOI KpunTorpagli 1a creraHorpagii JOC/TIKEHHS caMe LbOro HanpsMKy CTEraHoaHaslsy €
HaGIIbLL aKTYasIbHIM.

3anporoHoBaHo 3acrocyBatv METoq 3amiHv Mosnoawmx 6iT (LSB- METos), OCKiribku BiH, y KOMOIHaUIi 3 KpurTorpagidHmm
anropuTMoM RSA, Aa€E 3MOry 3abEe3reqnHu BUCOKW pIBEHb [H@POPMAaLIVIHOI 6e3reku Ta LUBUAKICTL BOYAOBYBaHHS | BAJIYYEHHS
BE/IMKOro 06 €My iHGHOPMALIi.

TIpaKTUYHa LiHHICTb 0/ISrae B MOXIIMBOCTI LIBUAKOI reHepaLlii CTeraHorpagiyHux KOHTENHEDIB Ta 3a6€3MeYeHHI HagliHoro
WINQGPYBaKHHS | AeLmdpyBarHs npXoBaHol IHGOPMAELIT B HUX. Ha eTarii eKcriepuMeHTasIbHuX A0CTIAKEHD 3aripOrOHOBaHmi METoq
3aMiHn Mosoawmx GIT 6yB NOPIBHIHWA 3 IHLLIMMU METOLAMY, O MOITIM 6 BUKOPUCTOBYBATUCH AJ1S IEHEPALII OKpeMuX e/1eMEHTIB
CTEraHorpagiyHoi cucrtemn. 3a pesysibTatamu AOCTKEHbs METoq LSB rigrBepanB HAo4YHO CBOK e@EKTUBHICTL. Pe3ysibtratv
EKCIIEPUMEHTY 10Ka33/IM BUCOKY CTIMIKICTb Ta SKICTb OTDUMAaHOI METOAMKU LUNGDPYBAHHS Ta AELUNPDPYBAHHS AaHNX P IEDECUIIAHH]
IX BiKpUTUM KaHa/I0M 3B 53Ky (€/1EKTDOHHOIO MOLITOLO).

KIto4oBi C/10Ba.: CTeraHorpagiyHa cucTema, KpurnTorpagis, LWngpyBaHHs, AELUNPPYBAHHS, CTEraHoaHas3, gpaktam, RSA,
LSB

Introduction

Information protection is extremely important not only in the commercial, but also in the state sphere. The
Law of Ukraine "On the National Security of Ukraine" [1] among the threats to the national interests and security of
Ukraine in the information sphere indicates: computer terrorism and crime; disclosure of secret or confidential
information that is the property of the state or is aimed at ensuring the needs and national interests of society and the
state; manipulation of public consciousness, in particular, by spreading false information. There is a need to protect
various information systems, in particular local networks of state and commercial institutions, from the threat of
information leakage and copyright infringement.
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The methods of criminals are diverse, therefore the information security service must conduct a constant
search for information leakage channels, monitor the goals and actions of criminals [2].

Two methods of software protection are traditionally used to preserve the confidentiality of information when
it is sent over open communication channels: cryptographic and steganographic protection methods.

The essence of cryptographic protection is that information is encrypted by a certain algorithm into an
unreadable format. In turn, steganographic protection is the concealment of the very fact of the existence of
information by embedding it in digital objects (containers), which causes some distortion of these objects. The most
common types of such containers are text, images, audio data, video sequences.

Today, methods of probability theory and mathematical statistics, theory of fast orthogonal transformations,
theory of approximation, theory of coding, theory of complexity, theory of errors, digital processing of signals and
images, etc. are widely used as tools for the development of this field.

Both cryptographic and steganographic approaches have their advantages and disadvantages. A promising
direction of software information protection is the combination of cryptography and steganography methods.
Considering the continuous development and improvement of computer cryptography and steganography methods,
the study of this direction of steganoanalysis is the most relevant [3].

Quantitative assessment of the resistance of a steganographic system to external influences is a rather difficult
task, which is usually implemented by methods of system analysis, mathematical modeling, or experimental research.

A reliable steganosystem solves two main tasks: hiding the very fact of the message's existence (the first level
of protection); preventing unauthorized access to information by choosing an appropriate method of hiding
information (second level of protection). The existence of a third level of protection is possible - preliminary
cryptographic protection of the message (encryption).

Related works

A significant part of research in the field of steganography is devoted to methods of hiding confidential
messages and digital watermarks in still images. Currently, there are a large number of methods of hiding information
in graphic files.

A classic example of replacement methods in the spatial domain is the method of replacing the least
significant bits (LSB method), which is based on the fact that the least significant bits of graphic, audio and video
formats carry little information and their change practically does not affect the quality of the transmitted image or
sound. This makes it possible to use them to encode confidential information [4].

In work [5], the main advantage of this method is the simplicity of implementation, the high speed of message
embedding and extraction, and the possibility of secret transmission of a large amount of information. However, due
to the introduction of additional information, the statistical characteristics of the container file are distorted, and the
hidden message is in some cases easy to detect using statistical attacks, such as entropy estimation and correlation
coefficients. To reduce compromising features, correction of statistical characteristics is required.

In the scientific publication [6] Taranchuk A.A. the methods operating in the frequency domain are
considered, and the data is hidden in the coefficients of the frequency representation of the container. For this,
transformations are most often used, which are used in modern lossy compression algorithms (discrete cosine
transformation in the JPEG standard and wavelet transformation in JPEG2000). Information can be hidden both in the
initial image and simultaneously with the compression of the container image. It is important that stegosystems, which
take into account the features of the compression algorithm, are insensitive to further compression of the container.

The essence of broadband methods is to expand the frequency band of the signal to a spectrum width much
greater than is necessary for the transmission of real information. There are two ways to expand the range: the method
of direct spectrum expansion, using a pseudo-random sequence, and the method of frequency hopping. At the same
time, useful information is distributed over the entire range, so when a signal is lost in some frequency bands, there is
enough information in other bands to restore it. The principle of operation of broadband methods is related to the tasks
solved by stegosystems: to try to "dissolve" a secret message in a container and make it impossible to detect it [7].
Also, in recent years, methods based on image processing have begun to be used for signal detection. In [8], a method
for estimating the parameters of transmission from the HFRC based on the spectrogram is proposed. The application
of image processing methods to the obtained spectrogram allows you to suppress noise and highlight the necessary
parameters.

Statistical methods hide information by changing some statistical properties of the image. In [9], the idea of
the Patchwork algorithm is considered, which is based on the assumption that the pixel values are independent and
equally distributed. At the same time, a secret key is generated to initialize the generator of pseudo-random numbers,
which indicate the place in the image where the watermark bits are entered. This method provides high resistance to
digital processing operations, and the difficulty of detecting hidden data without a corresponding secret key.

Thus, the research results show that the reliability of replacement methods in the spatial domain depends on
the level of frequency distortions of the container. At the same time, they provide high speed and a significant amount
of embedded data, so it is advisable to use them when transmitting hidden messages. Methods operating in the
frequency domain are more resistant to distortions and digital processing operations, but can hide a smaller amount
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of data. The presence of a secret key in broadband and statistical methods using pseudo-random coding increases their
reliability.

Proposed mathematical model for the generation of separate elements of a steganographic system in a higher
education institution

One of the tasks of information security of every educational institution is to ensure reliable transmission of
information between its units. In particular, it can be used to protect students' personal data.

Reliability of data transmission through an open communication channel can be ensured using a
steganographic system.

The stegosystem should have the following components:
message;
container;
steganographic channel;

— public and private keys.

The method of secure data transfer through an open communication channel involves the implementation of
eight stages.

1. Formation of the student base.

Selection of students from the established base.

Generation of logins and passwords.

Construction of "Plasma" stochastic fractals.

Data encryption with the RSA algorithm.

Hiding an encrypted message in the lower bits of fractal images using the LSB method.
Emailing images to users/students.

8. Decoding and extracting the login and password from the "Plasma" fractal.

For example, generated data: login and password are sent to users of the information system of a higher
education institution as an e-mail message. To simplify the work, it is advisable to use email distribution of messages
with the help of a previously formed database of students.

The random stochastic fractal "Plasma" can be used as a stegocontainer in this case. The Diamond Square
algorithm is most suitable for constructing the "Plasma" stochastic fractal. First, the four corners of the square are
assigned random values. After the boundaries of the square are set, it is divided into four equal squares, in each of
which the value of one of the angles is known. The value of the height of the central point is the sum of the averaging
of the heights of all four corner points and a random value (noise). In practice, the noise should not be completely
random, but a function that depends on the distance between neighboring points, because the smaller the distance, the
smaller the average value of the noise should be [10].

To ensure greater reliability, along with hiding data, it is advisable to apply data encryption, for example,
using the RSA method. The RSA algorithm consists of 4 stages: key generation, encryption, decryption, and key
distribution. The security of the RSA algorithm is built on the principle of the complexity of the factorization of
integers. The algorithm uses two keys - public and private, together the open and corresponding private keys form key
pairs. The public key does not need to be kept secret, it is used to encrypt data. If the message was encrypted with a
public key, it can only be decrypted with the corresponding private key.

In order for the Sender to be able to send his secret messages, he transmits his public key (#,e) to the Receiver
through a secure, but not necessarily secret, route. The private key d is never distributed. In order to generate key
pairs, the following actions are performed:

Selecting from two large prime numbers p and ¢ are approximately 512 bits long each.
Calculation of their product n = pgq.

Calculation of the Euler function ¢(n)=(p-1)(g-1).

Choosing an integer e such that 1<e< ¢(n) and e is reciprocally prime to ¢(n).

5. Finding a number d such that d=1(mod ¢(7)) using the extended Euclid algorithm.

The number # is called the modulus, and the numbers e and d are called open and closed exponents. Number pairs
(n,e) are the public part of the key, and (n,d) are the secret part. The numbers p i g after the generation of the key pair
can be destroyed, but must not be revealed in any case.

Algorithm for finding prime numbers:

1. Nis an odd number. Finding s and ¢ satisfying the equation: N - 1 = 2s't.

Random selection of the number a,1 <a <N.

If N is divisible by a, go to point 6.

If the condition af = 1 (mod N) is fulfilled, go to point 2.

If £,0 <= k <s such that a;k t =-1 (mod N) is found, go to point 2.

The number N is composite: choosing another odd number N, going to point 1.

It is important that the number s cannot be greater than the number of bits in the number. The numbers s and
¢ are found using a binary shift of the number N — 1, until the lower digit becomes 1. As a result, s is the number of
shifts, ¢ is the number N — 1 after the shift.

Nonkwbd

L=

R
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Suppose that the Sender would like to send a message M to the Receiver. First, it transforms M into an integer
m such that 0 < m < n using a consistent reversible protocol known as a complement scheme. It then calculates the
ciphertext c using the public key of the recipient e, using the equation:

¢ = m® (mod n). (1)

This is done quite quickly, even for 500-bit numbers, using modular exponentiation. The Sender then
forwards c to the Receiver.
To decipher the message of the Sender m, the Receiver needs to calculate the following equality [11]:

m = c% (mod n). (2)

After encrypting the message, it needs to be hidden in an image. In our case, the encrypted message is hidden
in the lower bits of the fractal image (LSB method). The essence of the method of replacing the least significant bit
(Least Significant Bits - LSB) is to hide information by changing the last bits of the image, which encode the color,
to the bits of the hidden message.

In the BMP format, the image is stored as a matrix of color shade values for each point of the image.

Diamond Square Algorithm:

1. Setting the height at the corner points A, B, C, D (Fig. 1 (a)).

2. Calculation of values at the central point of the square (Fig. 1 (b)):

E= w + rand,. 3)

3. Calculation of values at the midpoints of the sides (Fig. 1 (¢)):

F=224 rand,. 4
G = A;'C + rands. (5)
H = B;'D + rand,. (6)
=224 rands. (7)

4. Smaller squares AFEG, BFEH, CGEI, DHEI are considered. For them, the steps of the algorithm are
repeated until the squares become the required size [12].

A B F
O e o o o o o

Fig. 1. Diamond Square Algorithm:
a — height in corner points; b — value at the central point;
c is the value at the middle of the sides

The use of the method of replacing the least significant bits (LSB method) in combination with the RSA
cryptographic algorithm makes it possible to ensure a high level of information security and the speed of embedding
and extraction of a large amount of information.
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Experiments

Let's consider the program implementation of the above method using the example of pre-processing of
student data for further authorization in the information system of a higher educational institution. The software
module for generating individual elements of the steganographic system was developed in Embarcadero RAD Studio
10.2. The program has a user interface in Ukrainian and is divided into three parts: the student database, hiding and
data extraction. On the "Data Hiding" tab, the full cycle of actions to obtain a ready-made image with encrypted data
for the "Sender" role is performed. Students are selected from the database and will be sent data for entering the
personal account [13,14].

The next step in data hiding is to generate the Plasma stochastic fractals using the Generate Fractals button.
After displaying the fractals on the form to generate logins and passwords, you need to click the "Generate data"
button. Data is invisible to the sender, protected by stars (Figure 2).

RX dpakTanbHa cTeraHorpadis

basa cTyneHTie MpKnxoByBaHHA JaHUX BuTAryBsaHHA faHux

Bu6patu cTyaeHTIB BubpaHo: MapamoHosa KaTepuHa, Bonaapes Apocnas, HaripHui Ceprii

CtBopUTK dppakTanu CtBopeHo: 3 ¢ppakTanis “Mnasma”
&

JloriHn Maponi

3reHepyBaTth faHi FAHARAARA R RIK AR FAFRFAKK SRR SRR FHAAK

WnppysaTn

MNMpuxoBaT

BignpaBuTtu cTyaeHTam gaHi ans Bxogy

Fig. 2. Generation of logins/passwords and stochastic fractal "Plasma"

To receive ready-made images with encrypted data (data hiding), logins and passwords will be encrypted
using the RSA method. To do this, click on the "Encrypt" button. After this action, private keys appear. The private
key is important, it is transmitted to the respective student through a secure communication channel. Then data is
hidden in the last bits of previously generated fractals using the LSB method, rasterization and image storage (Figure

3).

RX (pakTanbHa cTeraHorpadis

Ba3sa cTypeHTiB MprxoBYBaHHS AaHMX ButaryeaHHa gaHux

Bubpatu cTyneHTiB BubpaHo: lNapamoHosa KatepuHa, BoHpnapes Apocnas, HaripHui Ceprin

CTBOPUTU hpaKTanm CrBopeHo: 3 dppakTanie “Mnasma”
&

Norinn Maponi

3reHepysaTu faHi Sobokctobobok okkoRk okoRok ok okoRk kR
' ' " "

WndppysaTtn 3akpuTi kntoui (d, n): (52369, 117367), (439451, 449623), (197561, 301151)

I'IpuxosaTM Bu ycnilwHo NprxoBanu AaHi, BiGNpasTe 1X Ha NOLWTY CTyAeHTam

BignpaButi CTyfeHTam AaHi Ans BXoAy

Fig. 3. Hiding data in fractals
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To send saved images to selected students by e-mail, click on the "Send login data to students" button. This
completes the action cycle for the "Sender" role.

On the "Data extraction" tab, the complete cycle of actions to obtain the login and password for the
"Recipient" role is performed. A corresponding message will be sent to the e-mail with an attached image (Figure 4).
The message should have: the subject "Fractal", the text of the message: "Login data for "Surname and First name of
the student", as well as the attached picture of the stochastic fractal "Plasma".

(Dpa KTan Bxopauwme %

MapamoHoBa EkaTepuHa OnerosHa <ekaterinaparamonova5230@gmail.com>
KOMY: 8 =

Oaxi ana exoay B cuctemy AnA leaHoea ||

a4 pwcyHox.bmp
227 KB

&

Fig. 4. The message that came to the recipient's e-mail

The next step in extracting data is to enter a private key that is transmitted over a secure communication
channel and decrypt the data using that key. After the actions described above, the required initial data will appear in
the "Login" and "Password" fields (Fig. 5).

RX ®dpakTanbHa cteraHorpagis

Ba3za cTyneHTiB MpuxoByBaHHA faHWX BuTAryBaHHA aaHnx

BeefiTb OTPMMaHWIA 3aKPUTUIA KKOY ANA gewndpysaqHHa

d 439451 n 449623

OewndpyBaTn

Norin

pcsd06

Maponb

45201

BcTaBuTH 306paXkeHHs

Fig. 5. Data decryption

The given example demonstrates the option of using a steganographic system to protect students' personal
data.

Conclusions
In the process of analyzing the quality of the proposed model, it was found that to create a system for
generating individual elements of the steganographic system, it is advisable to use the method of replacing the least
significant bits (the LSB method), since it, in combination with the RSA cryptographic algorithm, makes it possible
to ensure a high level of information security and embedding speed and extracting a large amount of information. In
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particular, it will make it possible to transmit data over an open channel more securely with minimal risks of errors
occurring when transmitting and extracting data from encrypted messages.

The capabilities of the presented algorithm can be used by dean's offices, personnel and practice departments,
and other units of the higher education institution to transmit information containing personal data of students. This
is especially relevant in the conditions of information warfare.
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VOICE ASSISTANT FOR FINDING ITEMS IN CLOTHING STORE

The paper presents the use of machine learning in audio file processing, the use of neural networks to recognize voice
commands, and the development of a voice assistant for finding products in a clothing store.

The purpose of the work is to develop a voice assistant for finding items in a clothing store.

As a result, a dataset containing 30 categories and 3095 audio recordings was created, a neural network model was trained
using the collected data, and an accuracy of 96.02% was achieved; WER: 0.0398; CER: 0.0087. The model was integrated with the
search system into the voice assistant API, which allows you to record from a microphone, convert audio to text, break the text into
keywords, and search the database using the obtained keywords. The speech recognition system has shown stable and high accuracy
when recording from a microphone. This provides users with reliable and accurate recognition results even when using simple
microphones. Search allows you to find results by keywords and names of items, and there is a function to recommend similar items
If nothing was found at the user's request. The system'’s flexibility allows it to understand language contexts and does not depend on
the order of words in a phrase, as the search is performed by keywords separately. The research analyzes the literature and compares
existing approaches to voice command recognition. The methods of audio signal processing are described. The problem of searching
for items in a clothing store was analyzed, and the current state of the market and demand for the technology were investigated. The
practical value is that the developed voice assistant is specialized and optimized for searching for goods in a clothing store, allows
solving the task of finding goods according to specified criteria, and simplifies the search task for different groups of people.

Keywords: machine learning, neural networks, voice recognition, Ukrainian language recognition, voice assistant, product
search.

Bonoaumup HIIMMAHCBKHH, Hikonerra KASBbOHHIKOBA

Harionansuuii yHiBepcuteT «JIbBiBebka [lomiTexHika»

rOJIOCOBUM MOMIYHHUK JJIA MMOIIYKY TOBAPIB Y MATA3ZUHI OJATY

Y fanivi cTaTTi JOC/IIAKEHO 3aCTOCYBAHHS MALUMHHOMO HaBYaHHS B 06pO6LYi ayaio GarisiB, BUKOPUCTAHHS HEVPOHHNX MEPEX
/15 PO3I1i3HABAaHHS r0/I0COBUX KOMAHZ, CTBOPEHHIO r0/I0COBOIO OMIYHUKA A/151 MTOLLYKY TOBAPIB B MarasuHi 045ry, CTBOPEHHIO Habopy
A3HUX /15 TPEHYBAHHHS HEUPOHHOI MEPEXT. .

MeToro pobotv € po3pobka ro/ioCoBOro MOMIYHUKA 47151 [OLLYKY TOBAPIB y MArasuHi o48ry.

Y pe3ysbTati 6ys10 CTBOPEHO Habip AaHuX, Lo MICTUTb 30 kaTeropivi Ta 3095 ayAio3amucis, HATPEHOBAHO MOAES b HEVPOHHOI
MEDEXI 3 BUKOPUCTaHHSIM 3i0paHNX AaHNX Ta AOCIrHyTO ToqYHOCTi 96.02%,; WER: 0.0398; CER: 0.0087. By/i0 IHTErPOBaHO MoJesTb
pasom i3 cuctemoro rotyky B API ro/locoBoro roMidHuKa, ik JO3BOJISIE 3pOBUTH 3aIUC 3 MIKDOQOHY, KOHBEDTYBATH 3yAI0 B TEKCT,
pO36UTH TEKCT HA K/IOYOBI C/10Ba Ta MPOBECTU MOWYK 10 6a3i AaHNX 3 BUKOPUCTAHHSM OTPUMAHNX K/IOYOBUX C/IiB. Cuctema
PO3I13HaBAHHS MOBY 10Ka3a/1a CTabi/IbHy Ta BUCOKY TOYHICTb 14 Yac 3amicy 3 MiKpOQ@OHY. Lle 3abe3rneqye KopUcTyBadaM HaalviHicTs
7@ TOYHICTb PE3Y/IbTATIB PO3ITI3HABAHHS HaBITb 1PU BUKOPUCTAHHI MPOCTUX MIKPO@DOHIB. 1oLLYK AO3BOJISIE 3HAX0ANTYU PE3Y/IbTATH 33
KITHOHOBUMU C/IOBaMU TA HA3BOKO peyel], € QYHKLIOHA PEKOMEHAALIT CXOXMX peyed, y BUNAAKY, SKIO HIHYOro He 6yJ10 3Hal[eHo 3a
3arnMTOM KOPUCTYBaYa. HyqKiCTb CMCTEMU [O3BOJISIE PO3YMITH MOBHI KOHTEKCTU Ta HE 3a/1EXUTL Bifl IMOPSAKY /B Y @pa3l, OCKITbKU
10LLYK BIAOYBAETLCS 110 K/IIOHOBUM C/I0BaM OKPEMO. B poboTi by/10 poarHa/ii30BaHo /itepatypy Ta MPOBEAEHO MOPIBHSIHHS ICHYIOYMX
11IAX04IB PO3MI3HaBaHHs ro/10coBux KoMarg. OrnmcaHo METOAM 06PObKM ayAio curHasiiB. bysio po3r/isgHyTo rpobremy roLyky T0BapiB
Y MarasuHi o4ary 1a AOC/KEHO CyHaCH¥ CTaH PUHKY Ta MOMUT Ha TEXHOJIONTIO.

[IpaKTUYHE LIIHHICTE OJISIrae y TOMY, LYO PO3POGIIEHMI rOSI0COBMI MOMIYHUK € CrIELiani3oBaHmi 1@ OrnTuMI30BaHmi 4715
M0LLYKYy TOBEPIB Yy MarasuHi o4sry, AO3BOJISIE BUPILLYBATH 38434l MOWYKYy TOBAPY 33 33AaHUMN KPUTEDISIMM, CrIPOLLYE 33BAAHHS
TI0LLYKY AJ151 DI3HUX TPYIT JIOAEN.

Kmto4oBi C/10Ba.; MalLUMHHE HAaBYaHHS, HEVIPOHHI MEDEX], pPO3I13HABAHHS 0/10CY, PO3II3HABAHHS YKPaiHCbKOI MOBY,
ro/I0COBMY MOMIYHUK, OLLYK TOBAPIB.

Introduction

A voice assistant can be useful for many people with different levels of fashion expertise and different
physical abilities. For example, people with disabilities may have difficulty finding the desired items, and for people
with dyslexia, a voice assistant will make the search process more comfortable and efficient. Even for average people,
searching with a voice assistant can save a lot of time, as there is no need to go around the entire store. In addition,
such a voice assistant can partially replace a real consultant, selecting the necessary things for the buyer. Thus, a voice
assistant can be useful for different categories of people with different needs. It will help make the process of searching
for goods more efficient and comfortable.

The aim of the work is to develop a voice assistant for finding items in a clothing store.

Research objectives:
research of the subject area;
analysis of existing approaches and algorithms;
architecture design and algorithm development;
development of a system for using the algorithm;
testing the developed voice assistant and demonstrating the results of its work;
The object of research is the process of searching for goods and voice recognition.
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The subject of research is machine learning algorithms and neural networks for processing and recognizing
voice commands.

Related works

Developing a voice control system requires an in-depth analysis of existing research and methods for
processing voice commands. During the research process, a significant amount of relevant literature was found, which
makes it possible to conduct a detailed analysis and use best practices in the development of a voice control system.

For example, an article by Edward L., who investigated methods of detecting voice fraud using machine
learning [1]. The final neural network model had an error of 10.8. Vincenzo D. used deep learning to recognize covid-
19 through breathing and coughing by feeding the network with audio recordings without pre-processing [2].
Muhammad E. used the k-means algorithm to recognize audio signals [3]. Han G. used deep learning to classify music
genres [4]. The model is trained on 5 different genres and recognizes them with an accuracy of 90.32%. Richard M.
used convolutional neural networks to classify cough sounds using features such as mel spectrograms and mel-
frequency coefficients and achieved an accuracy of 82.96% [5]. Satish K. also conducted research in the field of
medicine and used deep learning to monitor the pulse status of patients and achieved 85% accuracy [6]. Elham N.
used an ensemble method to detect Parkinson's disease based on patient's voice metrics and achieved 90.6% accuracy
[7]. George S. studied the recognition of whole sentences using existing trained models for speech recognition [8].
Eleni T. used processed spectrograms as input to a convolutional neural network and achieved an accuracy of 91.25%
[9]. Elizabeth V. conducted a comparative study of audio signal classification using a convolutional neural network
and a generative adversarial network [10].

It is also worth noting the work of A.G. Krivokhata, O.V. Kudin, and A.O. Lisnyak, which describes the
processing of audio signals using ensemble learning and neural network classifiers [11]. Neural network ensembles
are actually effective because it is possible to choose a different number of algorithms, undemanding to resources, and
it is possible not to adjust to the quality of the audio recording by choosing a specific algorithm, but to choose the
results with the highest accuracy each time.

Presenting main material
The task is to use neural networks to create a voice assistant. There are also subtasks that consist of using
algorithms for searching and processing voice commands for the neural network. To create voice assistant we need to
define general flow of functionality and to determine implementation steps (Fig. 1).

Generafing a
recommendation for a
Request formation =specific location or
location of similar
products

voice recording Convert audio to Received text

text analysis

Fig.1 Voice assistant functionality flow

Firstly, we need voice recognition algorithm which can take audio as input and convert it to text. We need to
identify a set of words that can be used in voice commands, collect audio data, and train a neural network model on
it. Next step is to create a system that can process received text, highlight keywords and form a search query. After
that we can use the query to look for certain items in database with search algorithm. Next step is the recommendation
system to provide suggestions to the user if nothing was found at their request.

The development of a neural network model can be divided into two stages. The first is, of course, audio pre-
processing, such as encoding, splitting audio into frames, or creating mathematical models such as spectrograms,
chromagrams, etc. Many of these methods were described in their work by Palanisamy K., Shingania D., Yao A., and
explained in which cases it is better to prepare the data in which way [12]. Next, you need to choose the classification
method itself, such as the support vector method, k-means, neural networks, or deep learning.

When determining the assistant's functionality, you need to consider whether the store is electronic or
physical, whether it is designed to search for specific products, whether it can provide up-to-date information about
product availability, discounts, and promotions. In our case, the assistant will be able to include commands of the
following type:

. "Where can I find product X?"
. "How much does product X cost?"
. "Find product X in size Y"

One approach to finding products can be to analyze and classify them according to their description and
characteristics. With the help of machine learning, you can train algorithms to recognize certain features of products
and use this information for search. Such characteristics can be name, color, brand, article, price, category (age,
gender, etc.). In addition to classification algorithms, you can use search algorithms such as binary search, search
trees. You need algorithms that are fast enough and able to work with large amounts of data.
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To train the neural network, a lot of data had to be collected, including audio recordings. First, a set of
recognition words was identified that could be used to search for clothes: various command words, such as "find",
"show", etc.; words for product names, such as "shirt", "skirt", etc., and various colors. The dataset also contains a
variety of complete sentences to train the model to distinguish between cases. A large number of entries of the same
word will help to better distinguish certain characteristics of words, which will significantly improve the classification
accuracy. In addition, the dataset contains data with different background sounds and mispronunciations. The
architecture of the dataset is as follows (Fig. 2)

ion2 > words_dataset »

Name
BB Gexesnii

Bl Ginwii

n2 > words_dataset > GnakuTHuiA

BB 6nakuTHuit

- B Name

B SO B audio_2023-05-07_18-44-16

B oewii B) audio_2023-05-07_18-44-16brown_noise

BB zenennin m audio_2023-05-07_18-44-16percussive

B :uaiign n audio_2023-05-07_18-44-16pink_noise

Fig.2. Dataset architecture

As you can see, the data is organized into categories, each category has the name of the recorded command.
The files themselves are saved in the ".wav" format, with the date they were recorded and the sequence number in the
name. Also, to increase the amount of data, some effect or noise was applied to each recording, which is also indicated
in the recording name. The recorded sentences are stored in a separate folder and contain the text of the audio recording
in the title.

In total, the dataset contains 30 different categories and a total of 3095 audio files. Each category contains an
average of 90-100 records, and the sentence folder contains the most files - 287.

To train on this data, we first need to normalize all the data, i.e., reduce it to a single volume, frequency, and
convert it to a single channel (mono) format.

In addition to evaluating the accuracy of speech recognition, it is also important to consider aspects of the
development environment and technical requirements associated with the model.

The development environment includes aspects such as programming languages, libraries, and infrastructure
required to deploy and use the model. To ensure optimal use of the model, additional technical components may also
be required, such as building an API interface for easy interaction.

The functionality of training, improving and testing the model, audio data preprocessing will be developed
in Python programming language version 3.8 using such libraries as NeMo, Numpy, Pandas, Torch, Librosa and
others. For optimal development, it is recommended to use an integrated development environment (IDE) such as
PyCharm or Visual Studio Code, which provide an extended set of tools.

Given the power of the hardware, training will take place on the CPU, although for faster training, such
models should be trained on the GPU.

Python will also be used to develop the voice assistant system. The Django framework will be used to
develop the API, and HTML, CSS, and JavaScript will be used for the user interface.

It was decided to wuse a pretrained ASR (Automatic Speech Recognition) model
(theodotus/stt uk squeezeformer ctc _ml) provided by Nvidia in its NeMo library. ASR models, also known as STT
(Speech To Text) models, are systems that are designed to automatically convert speech to text. These models are
used in a variety of applications, including voice command matching, transcription of audio and video files, speech
translation, and much more.

ASR models are usually built on the basis of deep neural networks, in particular recurrent neural networks
(RNNs5), such as LSTM (Long Short-Term Memory) or GRU (Gated Recurrent Unit), or transformers, such as in the
Transformer model. The ASR model process can be divided into several stages:
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. Audio pre-processing: The audio signal is first subjected to pre-processing, which includes functions
such as resampling (changing the sample rate), noise filtering, volume normalization, and possibly other operations
to improve the sound quality and reduce the impact of noise.

. Feature extraction: The audio signal is fed to the input of the ASR model, where a feature extraction
process is performed. Typically, this process involves converting the audio signal into a spectrogram or other vector
representation that can be fed to the neural network.

. Acoustic model: This stage uses a neural network called an acoustic model. It takes as input the
feature vectors obtained in the previous step and tries to predict the probability of each input vector belonging to
different phonemes or phonetic units. This model is trained on a large amount of labeled audio data with text
transcriptions.

° Lexical model: After the acoustic model, the lexical model is used to select the correct word
sequence based on the received phonetic sequences. The lexical model can include a dictionary or other resources to
help determine the most likely word sequence for a given phonetic sequence.

. Language model: The next step is the language model, which is used to select the most likely text
based on the word sequence derived from the lexical model. The language model takes into account the linguistic
properties of the language and the context to produce a more natural and understandable textual result.

. Decoding: The last step is decoding, where the most likely text is selected based on the output
probabilities of the language model. This may include post-processing, such as error correction or contextual
adaptation.

ASR models are trained using large datasets that contain audio recordings and corresponding text
transcriptions. Training requires powerful computing resources and a long time. However, with the development of
deep learning technologies, ASR models are becoming more accurate and able to work with a variety of speech types
and accents.

The processors used to process this model can be dependent on the implementation and hardware used.
Typically, GPUs (Graphics Processing Units) or specialized processors for accelerating computation, such as TPUs
(Tensor Processing Units), are used to train and execute ASR models. The choice of processor depends on the
availability of resources and the size of the task to be performed.

The theodotus/stt uk squeezeformer ctc_ml model used for Ukrainian speech recognition is based on the
Squeezeformer architecture and uses the CTC (Connectionist Temporal Classification) method. Figure 3 shows the
architecture of the Squeezeformer model [13].
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Fig. 3. Squeezeformer model architecture

Squeezeformer is an architecture that combines Squeeze-and-Excitation (SE) and Transformer to model
channel importance in incoming audio and sequential dependencies in speech. It uses SE to compress channels and
generate weights, and Transformer to model contextual dependencies in speech.
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For training and decoding, the EncDecCTCModel class is used, which contains all the necessary functionality
for setting up input data, training, and testing. Next described methods that are used in training process.

AudioToMelSpectrogramPreprocessor is a method that converts audio files of the ".wav" format into mel
spectrograms. Also, at this stage, input data is processed before feature extraction, for example, resampling or noise
filtering

SqueezeformerEncoder is used to implement the encoder. The encoder is used to convert the input features
into a compact representation that is used for further speech recognition. These compressed features are then passed
to the next layer.

The ConvASRDecoder processes the output features. Next, it determines the probabilities of characters and
generates their sequences corresponding to the text of the input audio recording.

CTCLoss implements the CTC loss function to calculate the loss between the recognized character sequences
and the actual labels. This loss is used to train the ASR model by reducing the discrepancy between the recognized
and true character sequences.

SpectrogramAugmentation allows us to improve the model training by increasing the number of
spectrograms.

WERBPE is used to calculate the accuracy of the model.

After the data has been processed and divided into training, validation, and test sets, you need to configure
the neural network parameters. The main parameters are:

. Audio frequency(16000kHz)

. Path to the data set

. batch size — a parameter that determines the number of data samples that are simultaneously
submitted to the model before updating its weights(16)

. Number of processors on which the network will be trained(0)

The training will take place for 30 epochs, but functionality will be added to stop the training earlier if there
is no loss reduction for three epochs. Since the model takes quite a long time to train, the ability to save the progress
at each epoch and save the final model to a ".nemo" file has also been added.

The TensorBoard library was used to determine the training accuracy and validate the model. Also, the model
was tested on my and test data to determine the accuracy of the model.

WER (Word Error Rate) and CER (Character Error Rate) are metrics used to evaluate the accuracy of
automatic speech recognition (ASR) and optical character recognition (OCR) systems, respectively. Both metrics
measure the level of errors in the reproduction of text. WER is defined as the ratio of the total number of insertions,
deletions, and substitutions made by the system to the total number of words in the input text. It measures the
difference between the recognized text and the correct text at the word level. It is usually expressed as a percentage
or as a decimal number. The CER, on the other hand, is defined as the ratio of the total number of insertions, deletions,
and replacements made by the system to the total number of characters in the input text. It evaluates the recognition
accuracy at the level of individual characters. Like WER, CER is usually expressed as a percentage or as a decimal
number. If the WER or CER is close to zero, it means that the recognition system has achieved high accuracy. Values
close to 100% indicate low recognition accuracy. WER and CER are useful metrics for comparing different speech
recognition systems or evaluating the quality of ASR and OCR models. They allow you to evaluate the efficiency of
the system in terms of accuracy and draw conclusions about the quality of its performance.

Initially, the model was trained on a set of words only, without full sentences. The training stopped at 7
epochs and had the following accuracy when tested on sentences: WER: 0.5121; CER: 0.1732, which meant that errors
were found in almost 50% of the words. The problem was that the model could not recognize word cases. It was then
decided to train the model on sentences as well.

This combination of data performed well during training, and in the next attempt the accuracy was like this:
WER: 0.0069; CER: 0.0012, which meant that the number of errors was less than one percent. However, the same
data was used in testing as in training. A separate test set with sentence recordings was collected for additional testing
and the following accuracy was obtained: WER: 0.0398; CER: 0.0087. This test set covers the entire word set.

In general, when testing the model, it was found that the command words are recognized best, and there are
not many errors in the names of clothes. Most often, the network makes mistakes on colors when they are not in the
nominative case. The final accuracy of the neural network is 96.02%. In the graphs in Figure 4, you can see the
comparison of model accuracies in different experiments and the comparison with the original model (the accuracy
of the original model was taken from the documentation [13]).
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As we can see, the trained model on words and sentences shows better accuracy than the original model.
Figure 5 shows the loss and wer plots for training and validation.

, raining_batch_wer

train_loss

We can see that basically the functions are stable, which means that the network is trained well. There is a
slight increase in losses in the middle of the training, which may be due to the small size of the dataset, or a small
amount of low-quality data that increased the losses. However, we can see that the losses and validation accuracy
were steadily approaching zero.
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As mentioned above, the voice assistant will be based on the REST API developed on the Django framework.
In order to create a voice assistant, the following functionality was created:

. A user interface was created to record audio from the microphone and display the shelf number on
the screen;

. The recognize speech function that receives the recording from the microphone, normalizes it, feeds
it to the neural network for transcription, and returns the text;

. The search_keywords function that accepts the text, splits it into words, discards the command

words, searches the database, and returns the shelf number.

To pass a record from the interface to the recognize speech method, the startRecognition JavaScript
function was created, which, when you click the "Start" button, sends a request to the API, which in turn launches this
method. To use our trained model, the NeMo library will be used to deploy and save the model from a file in the
".nemo" format. Next, the recording from the microphone should be normalized in the same way as for training, i.e.,
reduced to one channel and set to 16000. Now the audio can be fed to the neural network to be converted to text and
passed to the search keywords method.Figure 6 shows how the voice assistant works.

Database

Open app

Microphone access

Record voice

Voice recognition Extract keywords from text

Receive keywords

Shelf number :

Transcribed text

Fig.6. Sequence diagram of voice assistant

Next, the text is split into words, and all the command words that are not included in the search are defined
in a separate file and will be removed from the text. Next, you need to take into account the difference in cases in the
words in the voice command and in the database. For example, if you ask your assistant for a blue skirt in the
accusative case, and the database contains a blue skirt in the nominative case, nothing will be found without taking
this into consideration. Therefore, the UkStemmer library was used, which is a tool for processing the Ukrainian
language and has the ability to highlight the stem of a word. The stem of a word is its basic form, which represents
the essence of the word without endings and other morphological changes. The search algorithm itself is designed in
such a way that it will find items for all keywords at once, but if it doesn't find one, it will continue to search by the
name of the item. For example, if you wanted a red T-shirt and there is no such thing available, the assistant will offer
you other T-shirts. The search results, i.e. all possible shelf numbers, are then returned to the main page. To test the
algorithm, we need to create a test dataset with clothes to imitate database. Since we don't care about the authenticity
of the products we will use we will use, this dataset can be generated. This dataset will contain such data as product
names, color, size, location (shelf number). The items should have a certain dependency in location, for example, the
same item of different sizes should be on the same shelf, and items of the same type can be on neighboring shelves.
An example of how the assistant works can be seen in Figure 7.

MDKHAPO/IHUI HAYKOBUI XKYPHAJL . 61
«KOMIT’IOTEPHI CUCTEMHU TA IH®OPMAILIUHI TEXHOJIOT 1I», 2023, Ne 2



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

BALU FONTOCOBUMU NOMIYHUK

HaTHCHITE Ha KH

: 10, 19, 28, 37, 46, 82

Fig.7. Example of how voice assistant works

As we can see, the speech recognition system demonstrates stable and high accuracy during microphone
recording. This is important because it provides users with reliable and accurate recognition results even when using
simple microphones. The search also works well, as it is performed on keywords individually, so the order of the
words does not matter, which means that the system has flexibility and understanding of speech contexts. Users will
find it convenient to use keywords to quickly find specific information.

The interface is designed with ease of use in mind, including for users with no previous experience with
technology. The interface has intuitive controls that make it easy to use the program. At the top of the interface is the
Start button, which is used to start recording audio. The color of the button changes to red when pressed, indicating
to the user that the recording process has started. When the recording is complete, the button returns to blue, indicating
that the recording is over. The recorded text is also displayed on the screen, allowing the user to check the correctness
of the recognition. This can be useful for identifying possible errors or inaccuracies in the recognized text.

Conclusions

The task of the thesis was set, and the steps to accomplish it. The task was to offer our own solution to the
problem and develop a system for its implementation. The methods of audio signal processing were analyzed, the
literature was analyzed, and the existing approaches to voice command recognition were compared. The current state
of the market and the demand for the technology were researched. The next step was to create a dataset and prepare it
for training. The dataset contains 30 different categories and 3095 audio files. The number of records was increased
by augmentation. The neural network model was trained and tested. The model's accuracy reached 96.02%. When
tested on a separate data set, the WER was 3.98% and the CER was 0.87%. The neural network was integrated with
the search system in the API. The speech recognition system showed stable and high accuracy during microphone
recording. The search works well and allows you to find results by keywords and names of things. The system's
flexibility allows it to understand speech contexts and does not depend on the order of words in a phrase. In general,
the results indicate a successful implementation of a voice assistant with high speech recognition accuracy and
efficient search.
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CONCEPT OF INFORMATION SYSTEM FOR CULTURAL HERITAGE SITES
RENOVATION USING AUGMENTED REALITY

Cultural heritage is key to identity and development. Many valuable objects are affected by time, natural elements and
financial lack. Innovative technologies are crucial for their preservation. The paper develops an information system based on
augmented reality (AR) for the restoration of cultural heritage. This extends AURA's approach to preserving musical spaces by applying
AR to cultural objects. New techniques improve AURA, allowing accurate restoration of objects affected by time. 3D modeling and
machine learning allow to create virtual replicas with precision down to the smallest detail. Augmented reality and machine learning
open new perspectives for the preservation of cultural values. The paper proposes an innovative approach of using AR for cultural
heritage restoration. The authors offer unique solutions for accurate modeling of 3D models of objects. The purpose of the paper is
to develop an information system for the restoration of cultural heritage through AR. This will increase the possibilities of preservation
and research of values. Using AR and 3D modeling can improve the restoration of objects and provide access for researchers and the
public. In future research, the proposed approaches and methods will be implemented to expand the functionality of the information
system. This will include developing interactive interfaces for interacting with virtual models of cultural heritage, analyzing data for a
deeper understanding of restoration processes and trend detection, as well as integrating cutting-edge information technologies, such
as virtual reality and natural language recognition systems, using artificial intelligence. The primary goal is to improve the processes
of preserving and studying cultural heritage through the use of modern information technologies.

Keywords: cultural heritage, restoration, innovative technologies, augmented reality (AR), machine learning, 3D modeling,
information technologies.

Xpuctuna JIIT AHIHA-ITOHYAPEHKO

3axigHOYKpaTHChKUIA HAIIOHATIBHUI YHIBEPCHTET

Codi LIAYEP, IOpren 3IK

VYHiBepcuTeT npuKIagHuX Hayk bepiina

Amnaromit CAYEHKO, Ipan KIT

3axiJHOYKpaiHChKUIA HAI[IOHABHUI yHIBEpCHTET

KOHIETISI TH®OPMAIIMHOI CHCTEMHY PECTABPAIIII OB’EKTIB
KYJbTYPHOI CHAJIIUHUA 3 BAKOPUCTAHHSM JOIMMOBHEHOI PEAJIBHOCTI

Ky/IbTypHa CraglmHa € KIo40BOK LIS [AEHTUYHOCTI Ta PO3BUTKY. bararo LiHHUX 06 '€KTIB 3arpoXyroTs Yac, rnpupoaHi
CTuXii' | @piHaHcoBa BIACYTHICTb. IHHOBALIVHI TEXHONIOMT € BUPILIATBHUMU A/1S IX 36EPEXEHHS. CTaTTs po3pobrnse iHGopmaLiiHy
cucTemy, 3acHoBaHy Ha JOINOBHEHIY peanbHocTi (AR), AnS pectaspauii KysibTypHoI crniagummu. Lle poswmproe nmigxig AURA,
CrIPSMOBaHMA Ha 36EDEXXEHHS MY3UYHUX TPOCTOPIB, 3aCTOCOBYOYM AR A/ KY/IbTYpPHUX 06 €KTiB. HoBi MeToan nokpaiyyots AURA,
AO03BO/IAI0YN TOYHY PECTaBpalito 06 '€KTiB, WO 3a3HAK0Tb BI/IMBY 4acy. 3D-MOAE/NOBAHHS Ta MALUMHHE HAaBYaHHS A03BOJISIOTH
CTBOPKOBATH BIPTYa/IbHI KOMIi' 3 TOYHICTIO A0 AETANEN. LONOBHEHA PEA/bHICTD Ta MALUMHHE HABYAHHS BIAKDPUBAIOTE HOBI ITEDCIIEKTUBU
V15 30EPEXEHHS KYJIbTYPHUX LIHHOCTEH. CTaTTs IPOMOHYE [HHOBALIViHMA Niaxia BUKOPUCTaHHS AR AN pectaBpauii KyJ/ibTypHOI
cragumHn. ABTOpY TPOMOHYIOTE YHIKa/IbHI DILLIEHHS A/1S TOYHOro MogesttoBarHs 3D-mogenesi o6 'ektis. Mera crarri - pospobutv
IH@OpMaLiviHy cuctemy 415 pectaBpauii Ky/ibTypHOI cragiumnm Yepes AR. Lle A03B0/NTe 36IIbLUINTH MOXIIMBOCTI 36EPEXEHHS Ta
JOCTIDKEHHS] LIHHOCTEH. 3 BUKOPUCTaHHSIM AR Ta 3D-MOE/IOBAHHS MOXHA MOKPALUUTY PECTABPALIII0 06 EKTIB Ta 3a6e3r1e41TV JOCTYIT
A1 JOCTIIAHNKIB [ ITybs1iku. Y 1ogasbLumx JOC/TIIKEHHSIX 3arporiOHOBaHl nigxoam 1a MEeToan OyAyTh peasi3oBaHi /15 PO3LIMPEHHS
QDYHKLIOHAIBHOCTI IHGOPMALIVIHOI cuctemu, Lle Br/oyaTume po3pobKy IHTEPAKTUBHUX IHTEPQEVICIB A1 BIAEMOAI 3 BipTYasIbHUMU
MOAENIIMU KYJTIbTYPHOI CraaLMHM, aHasli3 AaHnX 4715 [TIMOLLIOO PO3yMIHHS MPOLECIB PECTABPALII Ta BUSB/IEHHS TEHAEHLIV, a TaKox
IHTErpayito NnepesoBux iHGopMaLiviHux TEXHOIONN, TakuX K BIpTYallbHa PeasbHICTb Ta CUCTEMH PO3ITI3HABAaHHS MPUPOAHOI MOBY, 3
BUKOPUCTAHHSIM LUTYYHOIO IHTENEKTY. OCHOBHOK METOIO € BAOCKOHAIEHHS MPOLIECIB 30EPEXEHHST Ta BUBYEHHS KYJIbTYPHOI CraaALLYMHN
LL/IIXOM BUKOPUCTAHHS CyHacHuX [H@HOPMALIVIHUX TEXHOIOMM.

Kmrovosi crioBa: KysibTypHa criagumHa, pectaspadis, [HHOBAaLiHI TEXHOJION, AOMOBHEHE pPEasibHICTL (AR), MalumHHE
HaBYaHHs, 3D-MOe/I0BaHHS, IHPOPMALIVIHI TEXHO/IOrT

Introduction

Cultural heritage is the foundation that unites people with the past and defines their identity. It plays a crucial
role in strengthening social cohesion and promoting cultural development. However, many cultural heritage sites
gradually deteriorate due to the effects of time, natural disasters, and insufficient funding for their restoration and
conservation. In this context, new technologies, such as Augmented Reality (AR) and Machine Learning, become
increasingly important, offering innovative solutions for preserving and restoring cultural heritage. Therefore, this
article is aimed at developing such an innovative information technology based on AR for the renovation of cultural
heritage sites.
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The proposed methods in the concept will enhance the achievements of the AURA project, providing
impeccable renovation and reproduction of cultural heritage sites that may be lost or destroyed over time. Advanced
technologies, such as 3D modeling and Machine Learning, enable the creation of accurate virtual replicas of real
objects while preserving their original shape, texture, color, and materials.

Moreover, the application of Augmented Reality in combination with object recognition and Machine
Learning algorithms opens up countless new possibilities for the restoration, preservation, and visualization of cultural
treasures for present and future generations.

The rest of the paper is structured in the following way. In Section Related work the analysis of recent related
works in the domain is performed. In Section Architecture of Information System, the key methods are identified and
three fundamental functions of the information system are formed. In Section Case Study the experimental part is
described. A Section Conclusions summarizes the received results.

Related work

In this domain, numerous research works have already been conducted, which combine two key themes: the
use of Augmented Reality (AR) and Virtual Reality (VR) technologies in the context of architecture and cultural
heritage. Several relevant studies analyze the potential of these technologies, including their impact on understanding
architectural space [2] and their wide range of applications in the field of cultural heritage [3, 6]. Even specific
examples of VR/AR applications that enhance interaction with cultural heritage objects are presented [4, 5].

AR-oriented research includes the development of an AR taxonomy for art and cultural heritage [7], the
presentation of an AR-based visualization system for cultural heritage objects [8], the use of photogrammetry and AR
for reproducing cultural objects [9], the creation of an AR system to enhance users' knowledge of cultural heritage
[10], and methods of multispectral 3D recording and documentation for the development of mobile applications
dedicated to cultural heritage [11].

The concept of an information system for the restoration of cultural heritage objects through augmented
reality is an extension of the ideas of the AURA project [1], which already uses technologies for the analysis and
preservation of musical and cultural spaces. The AURA project focuses on creating acoustic models of music venues
and researching their impact on sound, while the new concept uses augmented reality for the reproduction and
preservation of significant cultural objects.

This research presents an innovative approach to using augmented reality in the context of cultural heritage
restoration compared to existing solutions, including the development of specialized methods and technologies. The
authors propose unique solutions that involve precise modeling, identification, and creation of 3D models of cultural
monuments.

The purpose of this article is to develop the concept of an information system for the renovation of cultural
heritage objects using augmented reality, as discussed below.

Architecture of Information System

The authors have conducted a series of previous research studies on the application of advanced information
technologies, including Augmented and Virtual Reality, Machine Learning, and 3D modeling, in various domains [12,
13]. Taking this into account, as well as the expected results of cultural heritage object renovation, the following key
methods are identified:

- method of Enhancing 3D Models of Cultural Heritage Objects: This method involves precise and detailed
reproduction of the shape, color, texture, and materials of cultural objects in the 3D models;

- method of Recognizing Specific Cultural Heritage Objects based on Machine Learning algorithms, which
will recognize and classify objects in the real world;

- method of Generating Specific Cultural Heritage Objects, which involves creating 3D models of virtual
replicas of cultural objects with accurate representation of original colors, textures, and other details;

- method of Determining the Correct Placement of Objects, which will utilize orientation sensors and object
recognition to determine where the virtual object should be placed in the real world.

The analysis of these methods enables to form the three fundamental functions of the information system:
data collection, virtual restoration, and interactivity. Based on the content of these functions, the architecture of the
information system for the renovation of cultural heritage objects can be synthesized (Figure 1).

MDKHAPO/IHUI HAYKOBUI XKYPHAJL . 65
«KOMIT’IOTEPHI CUCTEMHU TA IH®OPMAILIUHI TEXHOJIOT 1I», 2023, Ne 2



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

The architecture of an information system for the renovation of cultural heritage sites using augmented

reality.
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Fig. 1. Architecture of the Information System for Cultural Heritage Objects Renovation

Let's take a closer look at the components of the architecture. The Data Collection Module (Block 1) ensures
the gathering of all necessary information about cultural heritage objects and includes the following sub-blocks:

Historical Information (Block 1.1): Collects historical data about the object, including its origin, usage
history, significance, and other important details.

Object Condition Data (Block 1.2): Gathers information about the current condition of the object, including
any damages, changes, or other issues that may affect the restoration process.

3D Scanning (Block 1.3): Utilizes 3D scanning technologies to create detailed 3D models of the object, which
can be used for virtual restoration.

Real-time Object Recognition (Block 1.4): Employs machine learning algorithms for real-time recognition
and classification of objects in the real world. All these blocks contribute to the Information System Database.

The Virtual Restoration Module (Block 2) is responsible for the virtual restoration of cultural heritage objects.
It includes the following sub-blocks:

Object 3D Generation (Block 2.1): Utilizes 3D modeling technologies to create virtual replicas of cultural
heritage objects.

Enhanced 3D Object Models (Block 2.2): Utilizes various techniques and algorithms to enhance 3D models,
ensuring precise reproduction of the object's shape, color, texture, and materials.

The Interactivity Module (Block 3) focuses on user interaction with virtual cultural heritage objects and
consists of the following sub-blocks:

Positioning and Placement (Block 3.1): Uses orientation sensors and object recognition to determine where
the virtual object should be placed in the real world.

AR Visualization (Block 3.2): Employs augmented reality technologies to visualize virtual objects in the real
world, allowing users to interact with them in real-time.

This concept has the potential to significantly improve the restoration and preservation processes of cultural
heritage objects. Augmented reality can enable a deeper and more effective engagement of researchers, restorers, and
even the general public with the process of renovation and preservation of cultural heritage.

These modules play crucial roles in the renovation and restoration of cultural heritage objects. They work
together to ensure precise reproduction of objects, effective recognition and classification, and interactive engagement
with the objects.

Users of the system could include scholars, restorers, and the general public who can use these technologies
to explore, restore, and appreciate cultural heritage objects in new ways.

Compared to existing solutions, this research represents a conceptually novel approach to using augmented
reality for cultural heritage renovation, including the development of specific methods and technologies. Unique
solutions are proposed, including precise reproduction, recognition, and generation of 3D models of cultural heritage
objects.

This will improve the understanding and interaction with cultural heritage objects, ensuring their restoration
and preservation for future generations.

Case Study
Case 1: "Virtual Restoration of Cultural Heritage Using 3D Modeling"
The restorer opens the application on their computer and enters their login credentials to access the system.
The system recognizes the restorer and provides them with full access to all functionalities.
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The restorer selects an object for virtual restoration from the system's database. The system loads the 3D
model of the object and all available information about its condition, history, and other important details (Figure 2).

The restorer utilizes the system's tools to model the restoration process, including repairing damages,
restoring lost details, etc. Once the restoration is complete, the system saves the enhanced 3D model of the object for
future use and analysis.

Fig. 2. Example of Case 1 Usage

Case 2: "Augmented Reality for Virtual Tour of Cultural Heritage"

The user opens the application on their mobile device. The app requests permission from the user to access
GPS and the camera. The user grants the necessary permissions.

The system determines the user's location and presents a list of nearby cultural heritage objects available for
virtual exploration. The user selects one of the objects.

The system loads the 3D model of the chosen object and its historical information. It then displays this model
in augmented reality through the mobile device's camera. The user can rotate, zoom in, and zoom out the model and
read historical information about the object. An example of this can be seen in Figure 3.

a) b) ¢)

Fig. 3. Example of Case 2 Usage

Conclusions
The implementation of this information system can open new opportunities for preservation, study, and
presentation of cultural heritage. By using advanced technologies such as augmented reality and 3D modeling, the
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processes of restoration and conservation of cultural heritage objects can be significantly improved, providing
researchers, restorers, and the general public with more opportunities for exploration and evaluation.

Using the proposed system, ordinary users have the ability to virtually visit and explore cultural heritage
objects, while restorers can plan and model the restoration processes. All of this has the potential to enhance the
understanding and preservation of cultural heritage for future generations.

In future research, the proposed approaches and methods will be implemented to expand the functionality of
the information system. This will include developing interactive interfaces for interacting with virtual models of
cultural heritage, analyzing data for a deeper understanding of restoration processes and trend detection, as well as
integrating cutting-edge information technologies, such as virtual reality and natural language recognition systems,
using artificial intelligence. The primary goal is to improve the processes of preserving and studying cultural heritage
through the use of modern information technologies.
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THEORETICAL BACKGROUND FOR CREATING REAL WORLD DATA LAKE
ARCHITECTURE

Data Lakes are the methods for storing and managing large quantities of unstructured data. Modern enterprises and small
businesses, regardless of their size, can use this data to derive valuable insights about their business, such as process improvements
or product usage. Although this approach to extracting insights is powerful, only some studies describe the actual implementation
architectures of data lakes and warehouses.

There are a lot of high-level studiies of data lakes, their use cases, and approaches to data analysis. Stil|, we did not discover
a practical guide on how to appropriately unite the available tools to set up a complete data lake capable also of consuming live event
stream data, e.g. ingesting data about a user visiting a product website or interacting with some product feature or consuming IoT
device event.

The main goal of this article is to describe the architecture using AWS to create a robust, cheap-to-maintain, and scalable
solution for Data Lake and Data Warehouse. It can be used by small Software as a Service (SAAS) companies, big enterprises, or
individual researchers to build the base of such solutions with a clear guideline of all moving pieces and an understanding of how
they are connected.

The article provides a broad overview of setting up a data lake on AWS (Amazon Web Services). It covers setting up an
Application Programming Interface (API) to consume data, store data, visualize data, and the ability to create data lakes across
multiple AWS accounts quickly with a single Command-line Interface (CLI) command.

This is useful for creating a scalable data lake or data warehouse setup that doesn't require much manual work. We describe
how such design can be done using infrastructure as a code approach to achieve this and propose AWS architecture for solving the
task of compelling data storage. The article provides a diagram of the proposed architecture accompanied by a high-level description
and theoretical background.

Keywords: business intelligence, data science, infrastructure as a code, data warehouse, data lake, Data lake architecture,
Amazon Web Services.

Mapkisu [TUL, IBanna JIPOHIOK

Hamionansauii YHiBepcutet «JIbBiBcbka IlomiTexHikay

TEOPETUYHA OCHOBA J1JIs1 CTBOPEHHSA APXITEKTYPU REAL WORLD DATA
LAKE

Data Lake — e meTogm 36epiraHHs Ta KEPYBAaHHS BE/IMKOIO KiJIbKICTIO HECTPYKTYpOBaHuX AaHmx. CydYacHi cepeari ta mMasi
TTIAMPUEMCTBAE, HE3aNIEXHO B iX PO3IMIDY, MOXYTb BUKOPUCTOBYBATY Ui AaHi, OO OTPUMATY BaX/mBy iHGOPMaLlilo rpo CBiVi GI3HeEC,
HaNpMKIas, yAOCKOHA/IEHHS MPOLIECIB 60 BUKOPUCTaHHS MPOAYKTY.

IcHye 6araro A0C/TiWKEHb BUCOKOIO PIBHS LYOAO O3EP AaHnXx, iX BUKODUCTAaHHS Ta IIAX04IB A0 aHanizy AamHux. [lpore mu He
3HaULLIIN MPaKTUYHOIO MOCIOHUKA PO TE, SIK HA/IEXHUM YUHOM 06 EAHATH HASIBHI IHCTDYMEHTY LU151 CTBODEHHS TOBHOLIHHOIO 03€pa
Jarunx, 34aTHOro TaKOX CIIOXVBATU AaHI IOTOKY MO4IM Y DeanbHOMy Yaci Hanpukiag, Mor/mHaTi Aari rnpo BiABIAYBaHHS
KOPUCTYBaYEM BEG-CaNTy MPOAYKTy abo B3aEMOAJINO 3 MEBHO (DYHKLIEID MPOAYKTY, abo CrioXxwBatv rogii 3 npuctpois IHTEpHETY
peved.

OcHOBHa MeTa Uiel CTarTi - onmcaTty apXiTeKTypy 3 BUKOPUCTaHHSM AWS a5 CTBOPEHHS HAAMIHOMo, AELIEBOro B
06C/TYroByBaHHI 1a MaclutaboBaHoro PilleHHS 4719 03€pa AaHnx Ta cxoBua Aaqmx. BoHa moxe 6yTn BUKOPUCTaHa HEBE/MKUMM
KOMIaHIsiMK, IO HaAaoTh MPorpamMHe 3abesnederHHs sk nocayry (SAAS), Besimkumu rigrpuemMcTtsamm abo OKpeMumMu JOC/IAHUKaMN
47151 106y.40BM 6a3u TakuX PILLIEHD 3 YITKUM OIMMCOM BCIX PYXOMUX YacTuH | PO3YMIHHSIM TOro, sIK BOHM OB S3aHi MIXX COOOI0.

Y crarri npeacrassieHo wMpokwi ornisg HanawTyBaHHs Data Lake Ha AWS (Beb6-cepsicn Amazon). BiH OXOMvioe
HAaALUTYBAHHS IHTEDGDEUCY MpUKIaAHOro nporpamyBaHHs (APL) 4715 CrIOXUBaHHS AaHUX, 36EpiraHHs AaHux, Bisyanizauii AaHux i
MOXJTMBOCTI LLIBMAKOrO CTBOPEHHS Data Lake Ane Kinbkox 06s1ikoBux 3amcie AWS 3a [OMOMOrow OgHiei koMaran iHTepgevicy
KomaHAaHoro psagka (CLI).

3anporioHoBaHmi miaxia KOPUCHM 151 CTBOPEHHSI MaclTaboBaHoro Data Lake 360 HanalUTyBaHHS CXOBULLE AaHNX, SIKE
He Bumarae 6araro py4Hoi pobotm. i AOCSIIHEHHS LIbOro BUKOPUCTaHO IiAXIA A0 iHPPacTpyKTypu sk Kogy. 3anpornoHoBaHa AWS
apxiTekTypa 15 BUPILLIEHHS 33434/ €QEKTUBHOCTI 36€piraHHs gannx. CTaTTss JEMOHCTPYE Aiarpamy 3arporioHOBaHoIi apXiTekTypu 1a
iT BUCOKOPIBHEBUY OINC 3 TEOPUTUYHUM ITIATPYHTSM.

KitoyoBi coBa. Gi3HeC-aHaniTiKa, Hayka rnpo AaHi, IHOPacTpyKTypa sk kog, cxosuye ganmx, Data Lake apxitextypa, Data
Lake, Be6-cepsicu Amazon.

Introduction

Data lakes help enterprises store and manage large amounts of structured and unstructured data in a cost-
effective, secure, and easily accessible way. It is used as a source of data for Business intelligence (BI) [1][10] tools.

Business Intelligence is a crucial process for organizations [12] that involves transforming raw data into
meaningful information for decision-making. BI[10] helps companies identify potential opportunities, and threats,
and make better decisions.

The setup of a data lake is usually a long and complicated process that requires a lot of expertise in the area
and appropriate tools to assemble an initial solution to start ingesting data from various sources. In addition to this,

MDKHAPOJIHUI HAVKOBUI KYPHAJI . 69
«KOMITI'KOTEPHI CUCTEMMU TA IHOOPMAIINHI TEXHOJIOTI'TI», 2023, Ne 2



https://doi.org/10.31891/csit-2023-2-9

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

there are several other important considerations, such as security, cost efficiency [1], access to modern data
transformation [16], and visualization tools [5]. Ensuring that a data lake's IT infrastructure can be managed easily is
also crucial to prevent a single manual configuration error from causing the entire system to break down.

Companies and individuals who want to start implementing a data lake require a clear guide on the topic, to
know which services to use, what each service in the data lake is doing, and how they are connected.

There are a lot of high-level studies [2] of data lakes, their use cases, and approaches to data analysis. Still,
we did not discover a practical guide on how to appropriately unite the available tools to set up a complete data lake
capable also of consuming live event stream data, e.g. ingesting data about a user visiting a product website or
interacting with some product feature or consuming IoT [13] device event.

The main goal of this article is to describe the architecture using AWS [6] to create a robust, cheap-to-
maintain, and scalable solution for Data Lake and Data Warehouse. It can be used by small Software as a Service
(SAAS) companies, big enterprises, or individual researchers to build the base of such solutions with a clear guideline
of all moving pieces and an understanding of how they are connected.

Theoretical background for creating architecture

Regarding storing data, there are two popular options: a Data Lake [15] or a Data Warehouse [2]. While both
serve the same purpose of storing data, there are some critical differences between them. A data lake is a repository
that allows for storing raw, unstructured data in its native format. In contrast, a data warehouse is designed to store
structured data that has already been processed and organized.

Data lakes are ideal for storing large volumes of data that may be unstructured or require further processing.
This makes them particularly useful for data scientists and analysts who need to analyze data in its raw form. In
contrast, data warehouses are ideal for storing structured data ready for analysis. They are well-suited for business
intelligence and reporting applications that require fast access to data.

With AWS services [8] available, choosing between a data lake or a warehouse is unnecessary. We can use
tools such as AWS Glue Studio or AWS Glue DataBrew to prepare the data for further analysis. Learning Data Science
[3,7] basics are also beneficial to get the basic knowledge needed to use data transformation [16] and visualization
tools.

Having the difference defined, we should also understand that data from the Data Lake can be post-processed
and used in the data warehouse. These approaches usually coexist in modern setups as different stages of data flow.

Data Lake setup needs many different functionalities and tools glued to assemble the working solution. We
recommend AWS [8] for data lake infrastructure based on the [11] course and the following factors:

eMany modern SAAS Businesses and companies are using AWS for infrastructure already because AWS is
the biggest cloud provider in the world at the time of this article’s creation. So it will be convenient to use familiar
services for businesses that use AWS already.

oAWS exists in the cloud. Therefore data that is being stored can be shared with personnel all over the world.

oAWS follows deny access by default principle which helps ensure that only authorized people will access
the data.

AWS Lambda is a highly scalable, event-driven computing service that allows developers to run code without
provisioning or managing servers. It supports various programming languages, including Node.js, Python, and Java,
and can be used to build a wide range of applications, including web applications, mobile backends, and IoT [13]
applications. Various events and API Gateway ones can trigger Lambda functions. Lambda is an essential building
block for many data lake architectures, as it allows for data processing in real time. Access if this data format is what
we expect to consume and use AWS Software Development Kit (SDK) to push data farther to the Kinesis Firchose
delivery stream, which will push it into the Data Lake.

AWS Kinesis Firehose is an essential building block for many data lake architectures, as it allows for data
processing in real time. Other AWS services, such as data transformation and visualization, can consume this data
stream for further processing. It can continuously collect and load data from various sources, such as [oT [13] devices,
clickstreams, social media feeds, and logs. Kinesis Firehose takes care of all the underlying infrastructure and scaling
and focuses on analyzing data. Kinesis Firehose also provides built-in support for data delivery to Amazon S3, which
makes it easy to store and cost-effectively manage large volumes of data. Overall, AWS Kinesis Firehose is a powerful
and flexible tool for collecting, processing and delivering real-time data streams to other AWS services.

Amazon Simple Storage Service (S3) is a highly scalable and reliable object storage service offered by AWS.
It enables developers and businesses to store and retrieve data anywhere on the web. One of the critical benefits of S3
is its simplicity. S3 provides a simple web services interface for storing and retrieving data from any location on the
internet.

The S3 provides several storage classes for different data access patterns and cost requirements. The most
commonly used storage classes are Standard, Standard Infrequent Access (Standard-IA), and Glacier. The Standard
storage class is suitable for frequently accessed data and provides low latency and high throughput performance. The
Standard storage class is suitable for infrequently accessed data but offers low latency and high throughput
performance. The Glacier storage class is designed for long-term data archiving and offers the lowest storage costs
but higher retrieval times.
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Overall, Amazon S3 is a highly scalable, reliable, and secure object storage service that provides simple and
cost-effective storage for all data types. With its numerous features and integration with other AWS services, S3 has
become an essential tool for many businesses and developers looking to store and manage their data in the cloud. The
interesting fact is that even though S3 is file storage, augmented with AWS Athena Capability, It can store data in a
database-like format called Parquet. This is a much cheaper storage option than traditional databases, yet Athena can
query this data with SQL like a usual database.

AWS Lake Formation [11] is a tool that simplifies the setup and management of data lakes on AWS. It
provides various features, such as data ingestion, data cataloging, and access control, which can help organizations
get up and running with their data lake quickly and easily. One of the key benefits of AWS Lake Formation is its ease
of use. We use AWS Lake Formation to automate everyday tasks, such as data ingestion, cataloging, and access
control.

In summary, AWS Lake Formation is a robust and comprehensive service that helps organizations build,
secure, and manage data lakes quickly and easily. Its advanced security features, ease of use, and integration with
other AWS services make it a popular choice for organizations looking to store and analyze large amounts of data in
the cloud.

Features for creating a proposed Architecture

In the proposed architecture, Lake Formation monitors AWS Glue databases and tables that our infrastructure
as a code solution will define and deploy, which can be referenced in our Kinesis Firehouse delivery stream described
above.

AWS Glue is a fully managed extract, transform, and load (ETL) service offered by Amazon Web Services
(AWS). AWS Glue makes it easy to automate the process of discovering, cataloging, and cleaning data, which saves
time and resources.

One of the key features of AWS Glue is its ability to automatically discover and catalog data from various
sources, such as databases, file systems, and streaming services. AWS Glue crawls data sources, extracts metadata,
and creates a centralized metadata repository called the AWS Glue Data Catalog. This makes it easy to search,
discover, and query data across multiple sources.

AWS Glue supports various data formats, including CSV, JSON, Parquet, and ORC. It also provides various
connectivity options, such as JDBC, ODBC, and AWS services like Amazon S3 and Redshift. This makes it easy to
load data from various sources and transform it into the desired format for analysis.

In the proposed architecture, we use the AWS glue database and table (defined in our infrastructure as a code
solution) to define the data schema of events which is expected to come into the data lake. The kinesis delivery stream,
which consumes events from the outside world, is associated with the appropriate glue table. It validates data that
comes with the event against glue table schema and if valid, automatically puts this data into the S3 bucket as a Parquet
file which AWS Athena can read.

AWS Athena is a powerful and fully managed serverless query service offered by Amazon Web Services
(AWS). It allows querying data in Amazon S3 using standard SQL syntax without the need for complex data
processing infrastructure. With AWS Athena, we analyze data stored in Amazon S3 and extract insights quickly and
easily.

One of the key benefits of AWS Athena is its serverless architecture. There are no servers to manage or
provision capacity. AWS Athena automatically scales queries to match the data’s size and complexity, making it ideal
for ad-hoc queries and exploratory analysis. AWS Athena provides a simple and intuitive interface for querying data.

Amazon QuickSight is a cloud-based business intelligence [1] service that provides easy-to-use and
interactive dashboards and visualizations [5]. It allows users to access and analyze data from various sources, including
AWS data services, databases, and third-party applications. With Amazon QuickSight, businesses can gain valuable
insights into their data and make informed decisions faster. One of the key benefits of Amazon QuickSight is its ease
of'use. It provides a simple and intuitive user interface that allows users to create dashboards and visualizations without
the need for extensive technical knowledge. Users can quickly and easily connect to their data sources, choose from
various visualization options, and create interactive dashboards with drag-and-drop functionality.

Amazon QuickSight supports various data sources, including Amazon S3 via Athena. It provides a range of
visualization options, including charts, graphs, and maps, which allows users to create compelling and interactive
dashboards. Users can customize their dashboards with branding and layout options, as well as add filters and
parameters to enable interactive data exploration. Amazon QuickSight also provides Al-powered features such as
auto-narratives that provide contextual explanations to data in the dashboard, anomaly detection, and forecasting.

Infrastructure as code (IaC) [4] is a practice of managing and provisioning technology infrastructure through
machine-readable definition files, rather than manually configuring hardware devices and software systems. In [aC,
infrastructure is defined using code, which can be version-controlled, tested, and deployed in the same way as software
code. The code is written in a declarative format, which describes the desired state of the infrastructure. IaC tools,
such as CloudFormation, interpret these definitions and automatically provision and manage the infrastructure
accordingly. IaC offers several benefits over traditional infrastructure management approaches.
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There are such stages:

. Firstly, it allows for creating of reproducible infrastructure, which can be easily shared and reused
across different teams and projects.

. Secondly, it enables the automation of infrastructure provisioning and management, reducing the
need for manual intervention and ensuring consistency and reliability.

. Thirdly, it provides a clear audit trail of changes to the infrastructure, which can be tracked and
audited easily.

AWS CloudFormation is a powerful and fully managed service to create and manage resources in a repeatable
and automated way. One of the key benefits of AWS CloudFormation is its ability to automate infrastructure
provisioning and management. By defining the desired state of infrastructure in a template, we can create and manage
resources in a repeatable and consistent way. AWS CloudFormation automatically handles the complexity of resource
dependencies and orchestrates the deployment of resources in the correct order.

For the proposed architecture, we used AWS CloudFormation to provide all infrastructure required for our
data lake. Without it, it would be very hard to maintain all the infrastructure pieces manually in the AWS management
console. It would be much more complicated if we needed to deploy similar data lakes in different AWS accounts.

Another significant benefit is that the CloudFormation code can be stored on Git code version control [14].
This provides the advantage of knowing how our infrastructure looked in the past and how it looks now and grants
the ability to modify and augment it in the future. Also, we can roll back to the latest working copy if some wrong
modification got introduced by mistake.

CloudFormation is an excellent tool on its own, but it’s rarely used as is. There are popular tools and
frameworks which allow working with it at a higher level, increasing the speed of implementation. One such tool is
Serverless Framework [9]. With CloudFormation, we could define infrastructure in YAML format once and use
Serverless Framework CLI to deploy or destroy the infrastructure if it’s not needed anymore.

The Serverless Framework [9] is an open-source framework that enables developers to build, deploy, and
manage serverless applications easily. It abstracts the underlying infrastructure details and allows developers to focus
on writing code, reducing the time and complexity required to develop and deploy serverless applications.

The Proposed Architecture Overview
In this section, we present the proposed architecture of a data lake. Fig. 1 represents the architecture that is
powering the solution. It fits both Data Lakes and Data Warehouses.

HTTP Request
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Fig. 1. Data Lake Architecture
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Fig. 1 describes a situation when we want more governance over the data to be ingested and stored in the
system, which is closer to the Data Warehouse scenario, though can also be used as Data Lake later, since data is in
S3 while being originally formatted to serve the user interactions analytics purposes (e.g. tracking user clicks on
product webpage), can be post-processed later using many data processing tools. AWS provides to actually transform
this data and use it in different sorts of analysis and use cases.

Conclusion

We proposed to create an AWS Architecture that allows storing large amounts of data in the data lake with
the optional ability to filter what data format is being stored in the data lake and what data is discarded by the system,
to achieve this, we have AWS lambda function exposed to the outside world via AWS API Gateway that acts like a
filtering gateway between the data lake and events data that is being ingested into it from external systems and apps.
This way, the solution is flexible and can be used to create a Data Warehouse if this approach is preferred.

The lambda function sends data to the Kinesis Firehose delivery stream, which can handle close to the infinite
scale of data being sent to it, so we don’t have to worry about the system being overwhelmed by external events’
quantity and frequency. Valid data is being ingested into the S3 bucket, which is associated with the AWS Glue
database table.

S3 storage which is used in the proposed architecture, is much cheaper than regular databases, it does not
limit the amount of data that can be stored. This way, we can be sure that as more data comes into the data lake, we
will not run out of storage space.

With Infrastructure As A Code proposed in the architecture, we can easily maintain the infrastructure of the
data lake, and extend it with new tables, data storage types, and schemas. Also, the requirement is to move the
infrastructure into a different AWS account and patch or remove some of its pieces. In that case, it is safe and easy
since CloudFormation remembers all the parts of the infrastructure and the connections between them for us. This is
especially useful if we have an AWS account that hosts more things than our data lake, which is common among
organizations.

Architecture is helpful for companies and individuals who want to set up their own BI data stores for many
purposes like analysis of SAAS products usage, monitoring of IoT devices, etc. Data which is stored in the data lakes
is also helpful for the creation of machine learning models.

In the future, this architecture can be used as a base of more specialized data warehousing solutions targeting
specific business use cases, e.g, e-commerce, [oT devices, including medical ones, etc. It can be easily adjusted for
this purpose we only require to change/add schema on AWS Glue Table and adjust filtering logic for events allowed
for ingestion in the entry lambda function.
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MODELING AND IMPLEMENTATION OF DOMAIN EVENTS IN THE DOMAIN-
DRIVEN ARCHITECTURE ON THE .NET CORE PLATFORM

A software architecture centered on a domain model can provide significant advantages over other types of architectures
in the long-term development and maintenance of systems with complex domain logic. At the same time, domain-driven design and
approaches to software implementation of systems are relatively new concepts and continue to develop in application to various
platforms, technologies and programming languages, and are of considerable interest to designers and developers. The presented
work examines existing approaches to modeling and implementing domain events on the .NET Core platform in domain-driven
architecture, which is one of the newest patterns. There are two approaches to implementing domain event behavior: immediate and
delayed event propagation. These two approaches are analyzed and their features are described in detail. The implementation of
instant propagation of domain events within a command execution transaction in the CQRS architecture is described. This
implementation allows you to get rid of external dependencies, achieve purity of domain entities, as it eliminates the need to inject
services, repositories in entities, and also prevents memory leaks and is safe for multithreaded use. Schematically depicts the abstract
process of an external command entering a domain model, which causes a change in the state of an aggregate and the propagation
of side effects with domain events. This process takes into account the capabilities of the Entity Framework object-relational mapping
framework to retrieve context objects that have been changed during process. The entire stack of objects involved in this activity is
located in the shared process memory, and the interaction occurs in synchronous mode. For the conceptual detection of events and
aggregates, the event storming technique is used, the features of which are discussed in the article.

Keywords: domain-driven design, DDD, design of complex domain areas, , events of the domain area.

Bonogumup TUXOXO/, Auton I[TACIYHIOK

HTVYYVY «KuiBcbkuii mositeXHiyHui iHCTUTYT iMeHi Iropst CikopchKOroy

MOJIEJIFOBAHHSA TA PEAJIZALIS IPEIMETHHUX IMOJI B IPEMETHO-
OPIEHTOBAHIN APXITEKTYPI HA INIAT®OPMI .NET CORE

ADPXITEKTYpa rporpamHoro 3ab€3reqYeHHs, B LIEHTPI SKOi 3HaX0ANTLCSI MOAE/Tb MPEAMETHOI 06/1aCTi, 34aTHa NPUHECT 3HAYHI
nEpeBary B JOBroCTPOKOBIV PO3po6Lyi Ta MiATPUMLI CUCTEM 3i CK/IAAHOK JIOMTKOKO MTPEAMETHOI 06/1aCTi B IOPIBHAHHI 3 IHLLIMMU THUIAMM
apXITeKTyp. B TOV e 4ac rpeamMeTHO-OpPIEHTOBAHE MPOEKTYBAaHHS Ta MAX04AM [0 POrpamMHoi peasizalii cucTem € BIAHOCHO HOBUMM
KOHLenyisimn 7a rpoLoBXyIoTs PO3BUTOK B 3aCTOCYHKY AO Pi3HUX M71ATQOPM, TEXHOJIOMM Ta MOB MpOrpamMyBarHs, 1a CTaHOB/ISITL
3HaYHu IHTEPEC Y MPOEKTYBA/IbHUKIB Ta PO3POGHUKIB. B rPeacTas/ieHivi poboTi po3ITISHYTO ICHYIOYI iAX0AM JO MOAE/IOBAHHS Ta
peanizauii npeameTHux nogivi Ha nrargopmi .NET Core B peAMETHO-ODIEHTOBAHIV aPXITEKTYDI, LUO € OQHUM 3 HAVHOBILLIMX LLIAGTIOHIB.
IcHye faBa nigxoan 40 peanizauii MoBELIHKU MPEAMETHUX MOAIW: MUTTEBE Ta BIAK/IGAEHE PO3IIOBCIOMKEHHS noam. Lii ABa nigxoan
IPOaHalI30BaHO Ta AETa/IbHO OIUCAHO iX 0co6MBOCTI. OnmcaHa peasizaLlis MUTTEBOIrO PO3ITOBCIOAKEHHS ITO4IV MpeamMeTHOI 06/1acTi
B MEXax TpaH3aKuli BUKOHaHHS KoMaran B apXitektypi CQRS. [aHa peanizauisi A03B0/ISE N036aBUTUCh 30BHILLIHIX 3a/IEXHOCTEH,
JOCSITH YUCTOTH CYTHOCTEN JOMEHY, OCKI/IbKY 11036aB/ISE HEOOXIAHOCTI Y BIIDOBALKEHHI CEPBICIB, PEMO3UTOPIIB y CYTHOCT], @ TaKOX
AO03BOJISIE 3anobirm BUTOKaM namAari 1a 6e3rnedHa rpu 6aratorioTOKOBOMY DEXWUMI BUKOPUCTAHHS. CXEMatndHo 306paxxeHo
a6CTPaKTHMV MPOLIEC HAAXOMKEHHS 30BHILLHBOI KOMaHAN B MOAENL MPEAMETHOI OB/IACTI, SKa CrIPUYHHSIE 3MIHY CTaHy arperarty 1a
PO3IOBCIOLKEHHST MOGIYHUX EQPEKTIB 3 MOJISMU [OMEHY. Lled rpoLec BpaxoBye MOXJ/MBOCTI Kapkacy 06 €EKTHO-pessLiviHoro
BigobpaxeHHs Entity Framework 419 OTpUMAaHHST 06 '€KTIB KOHTEKCTY, Lo Bys/m 3MIHEHI B ripoLeci pobotw. Becs crek 06°€KTiB, 1o
3a4i9Hi B UM [ISVIbHOCT, PO3TALIOBaHI B NaMsTi CrIi/IbHOrO Mpouyecy, a B3aeMOJIS BiABYBAETbCS B CUHXDOHHOMY DEXuMi. [1s
KOHLIENTYasIbHOro BUSB/IEHHS MOAIWI Ta arperatis BUKOPHCTOBYIOTE TEXHIKY LUTYPM 11041, 0CO6/IMBOCTI SKOI pO3r/ISHYTI B poboTi,

KI1to40Bi ¢/10Ba: MpPegMETHO-OPIEHTOBAHE POEKTYBaHHS, DDD, rpoekTyBaHHS CKIaAHUX MPo6aeMHux o671acTes, nogii
TPEAMETHOI 06/1aCT].

Introduction

Domain-driven design (DDD) refers to the field of software engineering used to build software systems that
implement complex domain logic. DDD focuses on building a system architecture, the central link of which is a
domain model (a pattern classified by Martin Fowler [1]). The term domain-driven design was proposed by Eric Evans
[2], who described the methodological foundations of DDD and practical techniques for implementing these concepts
in the Java programming language. Later, the theoretical and practical aspects of DDD were developed in the works
of Vaughn Vernon [3], Martin Fowler [1], Scott Millet [4], Jimi Nielsen [5] and other authors.

The importance of the methodology is evidenced by the field of application of domain-driven design, in
particular, in the development of land resource management systems [6], maritime navigation systems [7], delivery
organization systems using unmanned aerial vehicles [8].

The methodology of domain-driven design involves the use of various templates of strategic and tactical
levels. To form system components with Low Coupling u High Cohesion, domain area decomposition is used using
the bounded context template at the strategic level of design, as well as the aggregate template at the tactical level of
design.
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Events are used to communicate side effects between aggregates and to communicate information about
system state changes between bounded contexts. They allow to ensure interaction between system components,
without direct interconnection.

Modeling using the behavior of the event system has its own characteristics and requires the use of new
approaches. The DDD concepts underlying event modeling are evolving, and events have specific implementation
features on different platforms and programming languages. This is especially true for the NET Core platform, as it
is a young technology for developing cross-platform applications that is actively developing.

Therefore, the purpose of this article is to analyze modern approaches to event modeling in domain-driven
design on the .NET Core platform.

Features of the architectural style

Domain-driven design is an architectural style designed to create a software model that most accurately
reflects a model of a subject area (domain), including business processes and the rules that operate in it. DDD includes
strategic and tactical levels of design. At each of the levels, strategic and tactical design templates are used,
respectively. The goal of strategic planning is to decompose the problem area into the most conceptually isolated areas
in order to curb complexity and eliminate contradictions. These isolated areas are called bounded contexts.

The goal of tactical design is to build a domain model within individual contexts. Isolation of bounded
contexts is preferably achieved by implementing a separate microservice for each bounded context. However, there is
usually a need to communicate information about side effects between bounded contexts.

As a result of tactical design, a set of aggregates is obtained within limited contexts. Each aggregate has its
own internal state and can perform certain actions with this state. Aggregates ensure separation of domain objects
from the outside world and data consistency within their borders

When an aggregate changes its state, it can generate domain events that notify other components of the system
about the change, other aggregates can respond to these events and change their own state according to the received
changes. This behavior, when changes in one aggregate affect the behavior of another aggregate, is also called side
effects.

Simulation of events using the technique "Event storming"

Events occupy an important place in modeling the behavior of domain objects. The activity of the subject
area is modeled as a sequence of events. Using subject events allows you to build software that contains components
that adhere to the principle of single responsibility as much as possible.

For the conceptual identification of events and aggregates, the Event Storming technique is used, which
consists in the collective discussion of concepts in order to find the events of the subject area and the internal processes
that occur at the same time, drawing clear boundaries between aggregates and determining dependencies between
aggregates. The storm of events can be carried out using a board with stickers, or online tools, for example, fig. 1
displays a fragment with the results of the storming of events from a board created by the Miro online system [9].

; Delivery Delivery
Forwarder Y- paid ) completed
Mobile v
application
— Check the
delivery
schedule

Geomonitoring
system

Fig. 1. A fragment of the board with the results of the Event Storming

The color of the cards on the board has a certain semantics, in figure 1 the color of the cards has the following
purpose:

e  The yellow color represents the object that causes the event to be generated.

e  Orange color — a card with this color represents an event.

e  Pink represents the system component generating the event or the external system to which the side
effect is propagated.
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e  The blue color of the card reflects the action performed as a result of the use of side effects.

In DDD, the formation and observance of a common language of the domain area in the program code plays
an important role. All conceptual and programmatic elements must be consistent and use terms and words from the
dictionary of a common language. Therefore, the "Delivery Paid" and "Delivery Completed" events shown in Figure
2 can be named, for example, "DeliveryPaid" and "DeliveryCompleted" in the domain model. In nouns, verbs are used
in the past tense, because the event represents a certain fact that happened.

Implementation of domain model events

Events in DDD are divided into two conceptual types: domain events and integration events, their distribution
is carried out in synchronous and asynchronous modes, respectively.

Domain events are modeled in the form of simple program objects included in the domain model, which is a
simple C# class that contains state but no behavior. An event represents some fact that happened in the past, so it is
advisable to prohibit the change of the event object after its creation. Therefore, the following requirements are
possible for the event class

1. Read-only properties with event information.

2. A public constructor with the arguments required to initialize the event instance.

3. No behavior, i.e. no methods in the event class.

Their main purpose is to spread side effects between aggregates — when certain changes in the state of one
aggregate (that is, when a certain fact has occurred) affect another aggregate. At the same time, aggregates can be
located in a common bounded context or divided between different contexts

The event template of the domain area is conceptually separated into a separate template, but its
implementation is based on another design template Publish-subscribe [10], which separates two sides of the
process — the sender (publisher), which sends messages about important facts of its state change, and subscribers
(subscriber), which subscribes to messages from the sender and responds to them.

There are two approaches to the implementation of the behavior of distribution and processing of domain
events:

1. Immediate distribution of events.

2. Delayed event propagation.

The first approach is to propagate an event immediately after the domain state changes, resulting in the new
state being immediately committed to persistent storage, then an integration event can be published to propagate the
state and achieve consistency between different microservices, bounded contexts, or external systems.

The second approach is to store events in memory objects and propagate them during persistent storage.

Implementation of immediate distribution of events

Currently, the following approaches to the implementation of domain events are used:

e A classic implementation with static methods of class [11].

e  Using the MediatR Nuget package [12], which implements the MediatR pattern [10] and can be used to
build an infrastructure for event distribution and management.

Implementation based on a class with static methods [11] allows you to get rid of external dependencies, to
achieve purity of domain entities, as it eliminates the need to implement services and repositories in the entity. This
implementation prevents memory leaks and is safe for multi-threaded use. Figure 2 shows a UML class diagram that
represents the abstract infrastructure of domain events.

The DomainEvent class is responsible for maintaining the domain event infrastructure, it is templated and
closed by the class that models the specific event. The class interface provides Register and Raise methods. The
Register method allows you to register an event handler as a delegate, with a reference to the delegate added to the
private actions collection. The Raise method performs event pushing — in a loop, the handler delegates contained in
the actions collection are enumerated and called.

The Register method returns an object that implements the IDisposable interface, so a client of the
DomainEvent class can safely implement a mechanism for freeing unmanaged resources. In this scheme, the
DomainEvent class creates an instance of the DomainEventRegistrationRemover class, passing a delegate to the
constructor that removes the event handler from the actions collection. This delegate is called in the Dispose method
of the DomainEventRegistrationRemover class. This mechanism avoids a memory leak where a reference to an
unnecessary event handler would block the release of memory by the garbage collector.

The ThreadStatic property next to the private variable actions is thread-safe, indicating to the .NET runtime
that each executing thread will have access to a separate instance of the collection. An element with a ThreadStatic
attribute must be static - this is a limitation of the .NET framework.
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IEventl IEvent2
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DomainEvent N
DomainEvents actions.Add(callback);
-_actions: List<Action<T>> {ThreadStatic} return new
+Eventl: DomainEvent<lEvent1> {readonly} - - - DomainEventRegistration Remover(
+Eventl: DomainEvent<|Event2:> {readonly} #actions: List<Action<T>> {readonly} del t
+Register(Action<T> callback):IDisposable | Celegate
+Raise(T args) {
actions.Remove(callback);
H
E )
DomainEventRegistrationRemover
BaseMessageHandler
-CallOnDispose: Action {readonly}
~ Handle(E e) +DomainEventRegistrationRemover (Action ToCall) *‘ CallOnDispose = ToCall b]
+ Dispose
<<bind>>E::Message : 0
I Cal\OnDispose.Dynamiclnvoke()b]
ConcreteMessageHandler <<Interface>>
IDisposable
+Dispose()

Fig. 2. Abstract infrastructure of domain events

In fig. 3 presents a sequence diagram of some abstract process of propagating domain events during the
execution of a web request in the CQRS architecture.

‘ : Controller‘ |m : Mediator| |h: Handler”des : DomainEvenls‘

1l create

i I ] ‘%|de1 : DomainEvent
3. create 5
‘>{c - Command : Crege 'de2 : DomainEvent
4. send(c) R 5. handle(c) 6. create
- - Ir: Transaction
7. register(action1) i .
8. addAction{action1)
9. create | -
10. 11 ‘.1 : DEveaneglisemover|
11| register(actign2) i
12. addAou;m(aclionZ)
12-1. create I
13.12 |.’2 : DEventhgiisemover‘
14. gst [ n5. create
16. prt —ent: Eniiy]
1[7. operation r
18. rhise(arg) i
19. action1(arg) J
isel(;
21. action2(arg) - 20. raise(arg)
22. commit()
23| dispose()
24. callback il
25. removeAction(action)
26. dispose(
27. callpack

28. removeAgction(action2)

Fig. 3. Sequence diagram of the immediate propagation of domain events within a command execution transaction in the CQRS
architecture

After receiving a request, a command object is created in the controller (3), which is passed to the mediator
(4), the mediator finds the executor of the command and passes it to them for processing (5). In the event handler, a
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transaction is created (6), the object event handlers are registered (7, 11), during which handlers are added to the
internal collection of DomainEvent objects (8, 12) and objects responsible for cleaning resources are created (9 , 12-
1). In step 14, the domain entity is requested from the repository based on the command data, and control is passed to
the operation method of this object. Next, the entity, after performing certain actions, generates two events, calling
the Raise methods (18, 20) of the event objects created in steps 1, 2. They then call delegates (19, 21) responsible for
processing subject events, these delegates are contained in the Handler object. Event handlers can change the states
of other aggregates or pass integration events to external systems. After the work of all handlers, the transaction is
completed (22) and resources are cleaned (23, 26), during which events are unsubscribed, that is, references to
delegates (25, 28) are removed from the internal collections of objects of type DomainEvent

Delayed launch and dispatch of domain events
In [14], the implementation of delayed generation and sending of events is proposed. The approach of delayed
launch and dispatch of domain events [16] can use the features of the Entity Framework object-relational mapping
framework to obtain context objects that have been changed during operation. Figure 3 schematically depicts the
abstract process of the arrival of an external command into the domain model, which causes a change in the state of
the aggregate and the propagation of side effects by domain events

| : Mediator” - Handler || - Repository h2 - Handler” : UnitOIWork” : Context” - DbContext

1 1. create |
2 send ' 3. handle |
4.get _ iD. create
6.entty | [——>[ Enity |
7. change 18 create
> :Event
9. AddDomalnEvent
10. SaveEntities
B - 11.s20E
T o
[loop
[foreach domain in Enfities]
bopJ
12. publish(event) [foreach event in domain.Evenis]
13. handle
14 SaveChanges

Fig. 3. The process of delayed application of side effects

The key points for understanding this process are the following: after changing the entity (Entity) in step 7,
an event is generated in step 8, which is added to the collection of events of the aggregate (step 9), then when saving
the aggregate in step 11, the objects are iterated of the context that were changed, the event objects published by the
mediator (step 12) and processed by handlers (step 13) are selected from them. Handlers perform updates on context
objects, thus propagating side effects. In the final step 14 of the process, the entire entity graph is stored in the
repository (DbContext represents the base repository class and is provided by the Entity Framework .NET Core).

The entire stack of objects involved in this activity is located in the shared process memory, and the
interaction occurs in synchronous mode.
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Conclusions
The paper examines the main concepts of domain area events in domain-driven architecture. Models of
immediate and delayed event distribution and features of their software implementation on the .NET Core platform
were analyzed.
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Kyrylo KRASNIKOV, Tanzilya FATYKHOVA

Dniprovksyi state technical university

COMPUTER ANALYSIS OF INFLUENCE OF MELT BLOWING MODES ON LADLE
LINING MECHANICAL EROSION

The steel ladle lining protects the metal ladle body from overheating and the liquid steel from solidification. One of the
reasons for the lining thinning is its erosion by fast flows of liquid steel near the walls and bottom of the ladle (for example, near the
blow tuyere). Metallurgists periodically replace the lining, looking for places of the greatest wear, which consumes time and material
resources. Predicting the lining wear process opens the way to optimizing and saving these resources.

In the process of blowing, turbulent melt flows erode the ladlle lining and its thickness de-creases due to mechanical erosion.
The thickness of the steel ladle lining gradually becomes thinner with each casting. The degree of erosion depends on the tangential
melt speed. In steel production, they try to slow down this wear, because each lining repair costs considerable time and resources.
Scientists paid attention to this problem in publications, in particular, on mathematical modeling of lining wear. A large number of
conditions of this process are subject to research, in particular, the number and location of blowing tuyeres, as well as blowing power.
Firstly, it is necessary to quickly mix the impurity in the melt, and secondly, to preserve the lining of the ladle. Computer visualization
and analysis of this process involves its course and results in the form of calculated fields, in particular, wear. The result fields are
stored in a database. Also they are added and processed through a specially designed website. It allows researchers to register and
fill in the experiment form, as well as add literature sources of data. The list of literature is used in almost all experiments to compare
results. Simulation of the process at blowout rates of 40, 60 and 90 |/min and the number of blowout plugs (tuyeres) from one to
three showed that the greatest scouring is predicted at the bottom, near the blowout plugs, and the transition to each higher blowout
rate increases the scouring intensity by about 15%. Turning off the tuyeres after 1 minute of blowing significantly reduces erosion by
at least 35%. If we consider the ladle wall, without disconnecting the tuyere, the flow rate of 90 [/min is the most destructive.

Keywords: software, computational fluid dynamics, mechanical erosion of lining, teeming ladle.

Kupuino KPACHIKOB, Tanzing ®PATUXOBA

JIHIpOBCHKHIL NepKaBHUH TeXHIYHUH yHiBepcuTeT, Kam’ssHCbKe, YipaiHa

KOMIT'IOTEPHUI AHAJII3 BILIMBY PEXKUMIB ITIPOYBKH PO3ILIABY HA
MEXAHIYHY EPO3IIO ®YTEPIBKH KOBIITA

17ig 4Yac TPaHCriopTyBaHHS 3 OAHOMO LEXYy B IHWWMY TEeMnepartypa po3n/iasy y KOBLU 36EpiracTbCs 3aBAsSKU Lapy
BOrHETPUBKOI QyTEDIBKM BCEPEANHI HA CTIHKaX [ AHI. Y rnpoueci npoayBaHHs TypOy/IeHTHI MOTOKY PO3iiaBy POIMUBAIOTL QyTEDIBKY I
TOBLYMHA I LIBPY 3MEHLLYETLCS YEPE3 MEXAHIYHY E€PO3it0. OCO6/MBICTIO EPO3IT € HEOAHOPIAHICTb POIMUTTS, BUK/MKAHY aHI30TDOITIER
1107159 WBMAKOCTI. JJOCTIIKEHHS PIBHNX KOHGIrypauivi goypM i BUTDAT rady A03BOJNTb BUIHAYUTY ONTUMATTbHI TEXHO/IOMYHI yMOBY [/1S
36epexeHHs1 BapTicHoi' @yTepiskn. MeToro poboTn € MaTeMaTUYHE MOAE/IOBAHHS MEXAHIYHOIoO 3HOCY QYTEDIBKM KOBLUE [TOTOKaMU
pOo3r1iaBy Mif Yac rpoayBaHHs aProHOM 38 AOMOMOIow0 po3pob/IeHOro POrpPamMHOro 3a6E3MeYEHHS HayKoBuX AOCTimKkeHb. CTyriiHb
PO3MUTTS 3aNEXUTL BIA LBUAKOCTI JOTUYHOrO po3riasy. [lpu BUPOOHMLTBI CTa/li HAMAraroTbCa YriOBIIbHUTU Lie 3HOLLYBaHHS, 60
KOXHMI DEMOHT QyTEPOBKYM BapTye 3HAYHOro Yacy i pecypciB. L{ivi npo6riemi HayKkoBLi npuAins/m yBary y rny6siikaLisx, 30Kpema, o
MaTeMaTYHOMy MOAE/TIOBAHHIO 3HOCY QyTEPOBKN. [JOCTIIKEHHIO TiA/ISrac BE/MKA KiJIbKICTb YMOB LibOro poLECy, 30KpeMa, Ki/IbKiCTb
[ pO3TaLLyBaHHSA DyPM rPOLYBaHHS, a TaKOX MOTYXKHICTb MPodyBaHHs. To-repLue Tpeba i AOMILLKY LWBUAKO MEPEMILLATH Y PO3I/IaB),
a no-gpyre i QyrepoBKy Kosla 36epertv. KOMtoTepHa Bi3yasi3auis | aHasi3 O3HayeHOro fpoLeCy nepesbayaroTs voro Xig i
PE3YIbTATU Yy BUITISAI PO3PaxoBaHuX [10/1IB, 30Kpema, 3Hocy. [lons 36epiratotecs y 6a3i gaHux | JofaBaHHs Ta ix o6pobka
3LIVICHIOETBCA Yepe3 crieliaibHO Po3pob/IeHmii BEOCaUT. BiH HaAae MOX/IMBICTb AOCIIAHNKaM 3aPEECTPYBATUCS | 3aIIOBHIOBATH (pOPMY
AOCIify, a TaKoX [04aBatv JITEpaTypHI Axepena Aarux. [IepesiK JITepaTypu BUKOPUCTOBYETLCA NMPaKTUYHO Y BCIX AOCTAax 415
1OPIBHSIHHS pe3y/ibTatiB. MoaeoBaHHS MpPoLecy B yMOBax MOTY)XXKHOCTI ripogyBarHs 40, 60 i 90 ryxB T1a Ki/ibKicTiO rpobok
npoAyBarHHsa B O4HIEI O TDLOX 10Ka3a/a0: Havbiblue POIMUTTS MPOrHO3YETLCS Ha AHI, Mo6/m3y @ypM npodyBaHHs, MpU4oMy
EPEXIA HA KOXHY BULLY MOTYXKHICTb MPOAYBarHHs MiABULLYE IHTEHCUBHICTE POIMUTTS IPUG/IN3HO Ha 15%. BumukarHs @ypm ricis 1
XBWINH POAYBaHHS 3HAYHO 3MEHLLYE POIMUTTS MIHIMyM Ha 35%. Ko X po3r/igaam CTIHKY KOBLUE, TO 6€3 BIAKIOYEHHS QypPM
sutpatn 90 7y/XB € HaubIfIbLL PYIHIBHUMA.

Kro4oBi  ¢/10Ba:; nporpaMHe 3abe3rieqeHHs], KOMITIOTEPDHE MOAEMOBAaHHS, MOoAn@IKaLii po3niaBy B KOBLU, a3308B€
11EPEMILLIYBAHHS.

Introduction
The steel ladle lining protects the metal ladle body from overheating and the liquid steel from solidification.
One of the reasons for the lining thinning is its erosion by fast flows of liquid steel near the walls and bottom of the
ladle (for example, near the blow tuyere). Metallurgists periodically replace the lining, looking for places of the
greatest wear, which consumes time and material resources. Predicting the lining wear process opens the way to
optimizing and saving these resources.

Related works
The article [1] is devoted to the study of two ladle designs (standard and with a reinforced striking part in the
center of the bottom of the ladle). The figure of the experimental setup and the results of comparison of the two cases
are given. The comparison showed a significant improvement in the resistance of the bucket lining to erosion wear.
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In [2], the results of physical and mathematical modeling of the process of blowing the melt with one tuyere
near the ladle wall are compared. The physical model includes oil and water to replace slag and metal melts,
respectively. The comparison showed sufficient adequacy of the mathematical model, which takes into account the
free surface. In papers [3-4], the authors investigate the process of destruction of a typical ladle lining. They present
its physical properties and conduct numerical experiments to find out the best technological conditions in terms of the
depth of lining destruction.

In [5], the finite volume method is used for numerical simulation of lining destruction. Using the model, the
authors obtained the places of the deepest erosion — the middle of the bucket height. The bucket has a cylindrical
geometry. The numerical study [6] is devoted to two cases: the lining is a homogeneous medium with average physical
properties; the lining is a porous medium with liquid slag.

The aim of the work is to mathematically model the mechanical wear of the ladle lining by melt streams
during argon purging using the developed research software.

Method
Simplifying the problem of mathematical modeling, it is accepted:
1) The melt has the geometry of a cylinder (Fig. 1). The melt depth is a constant value.
2) Wave motion of the melt surface is neglected and it is assumed to be flat.
3) The melt has all the features of a Newtonian viscous fluid with gas content.
4) The melt density is assumed to be constant.
5) Boussinesq's assumption of gas accelerating the vertical component of velocity is used.
6) Slag layer is not taken into account.
7) Lining erosion has a rate that depends linearly on the melt velocity in the vicinity.

1,7m

Fig.1. A geometry of the body melt (1/20 scale) with placements of tuyeres

Fluid dynamics is determined by the law of conservation of momentum. Continuity of fluid and gas motion
corresponds to the law of conservation of mass:
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where Dy, D, — effective coefficients of kinematic viscosity and gas diffusion respectively; o — fraction of
argon in the melt; g — free fall acceleration (assumed to be 9.81 m/s2); p — pressure field (found due to the condition
of solenoidal velocity field); ¢ — gas consumption; 75;- and T,, — initial gas temperature and melt temperature (1800 C
is assumed).
The field of residual damage to the lining is determined by the melt rate along the surface of the walls and
bottom of the bucket:
S

a_y

ot ’ ®)

where s — is the depth of lining erosion; k, — coefficient, which adjusts the adequacy of the model to the real
erosion process.

The velocity equation is supplemented by boundary conditions that correspond to its components —
perpendicular and parallel to the surface w of the solid:

vl
szo’ (6)
v¢w=o, (7)

where n — normal to the wall.

The gas transport equation is supplemented by impermeability boundary conditions on solid surfaces. A
constant gas release rate is set on the upper surface of the melt.

The finite volume method and the Euler method are used. The problem of the explicit solution scheme is a
significant limitation of the maximum value of the time step due to the presence of the Laplacian operator in the
equations. This limitation can be avoided by using an implicit scheme.

The peculiarity of the model of the subject area of numerical study of bucket lining erosion, as well as other
scientific studies, is the availability of a list of literature sources, which is used to review modern solutions to the
problem, obtain reference data and verify the results.

It is proposed to implement the subject area model using a database based on MS SQL Server and a website
based on MS ASP.NET MVC. These technologies are well combined with the MS Visual Studio programming
environment, in which we will program in the popular C# language.
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Fig. 2. Entity—Relationship diagram for the domain model of ladle erosion research
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Experiments
To solve equations above the finite volume method was used having second order of derivative
approximation and conservation property. Cylindrical coordinate system was used as the best choice for the ladle
geometry. Time axis is divided on equal intervals and unknown values on the new timestep are calculated using
previous ones. To conduct numerical experiments, we use the technological parameters and conditions given in the

table 1 and 2.

Table 1
Melt parameters for lining erosion experiment
Parameter Value
Radius 0,956 m (22 cells)
Height 1,7 m (18 cells)
Angular coordinate 2w (36 cells)
Density 7000 kg/m’
Temperature 1800 K
Table 2
Parameters of blowing lances for the numerical experiment
Parameter Value
Total gas consumption 40/60/90 1/min
Diameter of lances 0,1 m

1st setting

1 axial tuyere

2nd setting 1 tuyere at half radius
3rd setting 2 opposite tuyeres at half radius
4th setting 3 tuyeres at an angle of 120° between them at half radius

Erosion coefficient

0,1

Fig. 3 shows charts of the erosion maximum depth depending on time. As seen, increasing gas blowing rate
intensifies lining erosion almost linearly. Lines start not at zero time, because swirls reach lining in few seconds after
experiment beginning. Turning off the blowing after the first minute significantly slows down further lining erosion.
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Fig. 3. Erosion in configuration with three tuyeres (the asterisk means turning blowing off at the 60 second)
Results of mathematical modeling can be seen at the website https://www.tensorion.com/lab/metallurgy/ladle/erosion.

Conclusions
The simulation of the process at blowout rates of 40, 60 and 90 1/min and the number of blowout plugs from
one to three showed that the greatest erosion is predicted at the bottom, near the blowout tubes, and the acceleration
of blowout intensifies erosion by about 15%. Turning off the tuyere after 1 minute of blowing significantly reduces
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the erosion by at least 35%. If we consider the bucket wall, without disconnecting the tuyere, the flow rate of 90 I/min
is the most destructive.
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SYSTEM OF DISTRIBUTION AND EVALUATION OF TASKS IN THE SOFTWARE
DEVELOPMENT PROCESS

The paper is devoted to improving the allocation and evaluation of tasks in software development. Applied aspects of the
development of a task allocation and evaluation system are considered in the process of developing software for further analysis,
which ensures the most accurate determination of the person who should perform the task and the corresponding task classification
tags based on its description. The proposed system provides accurate and fast identification of a person and a group of tags based
on the task description. The main goal of the work is to provide an overview of the current state of the art in this field, the advantages
and disadvantages of existing approaches, and to propose improvements to the solution.

Challenges related to task allocation and estimation in software development include the need for accurate task estimation,
the difficulty of ensuring quality control, and the need for effective communication between developers. To this end, an analysis of
the current state of task allocation and estimation was conducted, and a variety of tools and methods available for task allocation and
estimation were reviewed, including task tracking systems, project management software, and automated testing tools. Also covered
are the various methods used to evaluate tasks, such as peer review, code review, and automated testing.

The future of task allocation and estimation in software development is explored, including the potential for further
automation and the need for improved communication between developers, as well as the potential for using artificial intelligence to
improve task allocation and estimation. Methods used to measure the efficiency of task allocation and evaluation are also discussed,
such as time tracking, percentage of tasks completed, and percentage of defects. The paper proposes Al-based approaches such as
natural language processing, machine learning, and deep learning.

Keywords: task planning, task distribution, task classification, frequency characteristics, search for the most optimal criterion
for determining the best candidate.

Jdmutpo OKPYIIKO, Antonina KAIITAJIbAH

XMenbHUIBKUI HalliOHAILHUIN YHIBEPCUTET

CUCTEMA PO3ITIOALTY TA OINIHIOBAHHA 3ABJAHB Y ITPOLHECI PO3POBKHA
MNPOI'PAMHOI'O 3ABE3ITEYEHHSA

CTarTs npUCBSIYEHA Y/AOCKOHA/IEHHIO PO3IMOAINTY Ta OLIHIOBaHHS 3aBAarb pu po3pobLi rporpamMHoOro 3a6e3rneqeHHs.
PO3r719HYTO NPUKIEAHI 3CIIEKTH PO3POOKU CUCTEMU PO3IOZITTY Ta OUIHIOBAHHS 3aBAAHb Yy IPOLECi pPO3DPOOKU rporpamMHOro
3abe3reyerHHs 4/15 N0JA/bLIOMO aHaslisy, SKka 3abe3redye MaKCMMaabHO TOYHE BU3HAYEHHS 0CObH, SKa MA€E BUKOHYBAaTH 3aBHAHHS,
73 BIAMOBIAHNX KAACUDIKALIVIHNX TeriB 3aBAaHHS Ha OCHOBI VIoro orvcy. 3arporioHOBaHa CUCTEMA 336E3r1e4ye TOYHy Ta LIBUAKY
[AEHTUQDIKALIIHO TIFOANHN Ta TPYITN TErB Ha OCHOBI OrMCy 3aBAaHHA. OCHOBHA MeTa poboTH - H3AAaTH 07194 MOTOYHOIO CTaHy Cripas y
LiVi rasy3i, nepeBarvt Ta HELOMIKU ICHYOYMX ITIAXO04IB, @ TaKOX 3arporiOHyBaTH BAOCKOHA/IEHHS] DILLIEHHS.

[lpobriemy, rnos'sizari 3 pO3roAIIOM Ta OUIHKOWO 3aBAAHb 1IPpU PO3PO6LI MPOrpaMHoOro 3abe3MeYeHHS], BK/IHOYaloThb
HEOOXIAHICTL TOYHOI OLIHKM 3aBAaHb, CKIaAHICTL 330€3reHeHHSI KOHTPO/IIO SKOCTI Ta HEOOXIAHICTL e@heKTUBHOI KOMYHIKaLIi MK
PO3pobHuKammn. 3 L0 METO Oy/10 MPOBEAEHO aHA/I3 MOTOYHOrO CTaHy PO3MO4iNly Ta OUIHKU 33BAAHb, a TaKOX PO3IJISIHYTO
PIBHOMEHITHI IHCTPYMEHTU Ta METOAM, AOCTYIIHI /IS PO3rI04ITY Ta OLIHKM 338BAaHb, BK/THOHAIOYN CUCTEMU BILCTEXEHHS 3aBAAHbE,
1IPOrpamHe 3abe3reyerHs 4715 yrpas/iiHHSA MPOEKTaMU T3 IHCTDYMEHTU aBTOMAaTU30BAHOIO TECTYBAaHHSA. TaKox Oy pO3r/isiHyTi PiaHi
METOAM, IO BUKOPUCTOBYIOTECA /151 OLIHKY 38BAaHb, Taki K €KCIIEPTHA OLIIHKE, MEPErTISA KOAY Ta aBTOMAaTU30BaHE TECTYBAHHS.

Locnimkyersca MaibyTHE po3roginy 1a OLiHKY 3aBAaHb y PO3POBLI NPOrpamMHOro 3a6e3neqeHHs], BKIOYAoYH MOTeHLias
A1 [104a/IbLUIOi aBTOMATU3ALYi Ta HEOOXIAHICTD MOKPALYEHHS KOMYHIKaLii MK pO3DOOHUKaMU, @ TaKOX MOTEHLiasT BUKOPUCTAHHS
LUTYYHOrO IHTENIEKTY A/15 MOKPALYEHHS PO3IIOAINTY Ta OUIHKM 3aBAarHs. TaKox 0BroBOPIOIOTECS METOAM, YO BUKOPUCTOBYIOTLCA A/1S
BUMIDIOBaHHS €@EeKTUBHOCTI PO3riofily Ta OUiHKM 3aBAaHb, TaKi 5K BIACTEXEHHS 4acy, BIACOTOK BUKOHaHWUX 3aBAaHb | BIACOTOK
Ae@eKTiB. Y CTaTTi nporoHyoTsCA MIAX0AN Ha OCHOBI LITYYHOIO IHTE/IEKTY, TaKi K 06pOOKa PUPOAHOI MOBH, MALUNHHE HaBYaHHS Ta
I7IMOOKE HAaBYaHHS.

Kmo4oBi c10Ba: r/1aHyBaHHS 3aBAaHb, PO3IIO4IT 33aBAaHb, KIACHU@IKaLis 3aBAaHb, YacTOTHI XapakTepuCTuky, rOLYK
HAVIOMTUMASILHILLIOIO KDUTEDIIO 4715 BU3HAYEHHS] HAVKPALLYOro KaHAMAATa.

Introduction. Problem Setting

Today, developing software for various computer systems is a complex process that requires careful planning,
adherence to the plan, and execution. To ensure successful completion of all these tasks, it is very important to have
an effective method, a system that will be responsible for distributing these tasks among the performers and evaluating
these tasks. After researching some works [1] which presented many tools, information and methods for task
distribution and evaluation in the process of software development and computer systems, it was found that the
described methods and algorithms have their peculiarities, which do not allow to automate the system of task
distribution and classification, so these approaches should be optimized and improved as much as possible, since
automation of these processes will affect the coordination in the team, will give the opportunity to determine the exact
deadlines for the performance of certain tasks. During the failure of certain nodes of the system, the process of
forecasting, distribution and classification of tasks and all elements of the system that were not completed should be
transferred to the endpoints or nodes for re-execution. The above-described process greatly affects the speed of the
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entire system [2] as a whole and is a bad tone for the end user, although the mechanisms considered often have this
concept as a basis, it is possible to improve the mechanisms and methods in different ways.

The purpose of the research. Development of a full-fledged autonomous automated information system for
determining the best candidate for task execution, as well as task classification and adding to it pre-defined tags or tag
groups.

Object of research. The process of creating an information system with ratings of the best candidates based
on their practical skills assessments and classification of the task description using data used in previous learning
iterations.

Subject of research. Method and information system for determining the best candidate for task execution
and model or method for task classification according to tags.

Research methods. To determine the best candidate for task execution, there should be a method that provides
for the creation of a rating system based on ratings given by other users, taking into account the load of a person with
existing tasks, as well as taking into account the classification of the task for the presence of tags that a person gives
preference to and wants to work with. For determining the classification, there will be a method that provides for the
search of a group of tags that belong to a particular task and updating the task structure with new weights for
classification tags.

Scientific novelty of results. Creation and modernization of algorithms for creating a new system that will
work faster, more accurately and will use fewer machine resources.

Practical significance of the obtained results. Creation of a system with some number of independent APIs
that will use cloud technologies and a database to store results, track the accuracy of forecasts and provide fast access
to resources and their protection.

1. Analysis of existing tools for task distribution and classification.

Waterfall is a model used during project development. It was one of the first models used in the process of
creating various software. The Waterfall model provides developers and managers with a step-by-step plan of work,
where before moving on to the next step, all previous ones must be completed, as they are blocking for the next steps.
This is very similar to the visualization in Canban, where managers and developer teams can monitor the process of
existing and completed tasks with the possibility of monitoring in real time which tasks block the next stage and which
tasks are more prioritized. Waterfall is implemented as a model of a sequential life cycle. Waterfall starts with the
collection of the team and documentation of all necessary requirements. Then the solution design is carried out, which
will solve the set tasks. Then it is all tested, covered with tests and given to the customer. But it is important to note
that developers must complete the step before they start a new one.

The Waterfall model has six phases, which are shown in Figure 1. Where each phase was developed in such
a way that it was clear when you can start the next step. During the first phase, the team only receives all the
requirements from the client, makes basic documentation. They must be thoroughly studied taking into account clearly
defined final goals.

On the second phase, the software design team creates all the necessary basic architecture. After determining
all the necessary basic structure and necessary software, developers begin the main phase, that is, writing code.

After the basic structure is created, the necessary services are determined and access to third-party services
is obtained, developers begin the main phase of implementation of the code, where each module is developed
separately, which is then necessarily tested and the entire code is covered with various tests. Also, each module must
be fully operational before the next phase.

During the testing and integration phase, all created modules are combined into one system, which will then
become the final product. Developers or a special testing team must test the entire system and fix all the errors found.

On the next delivery and deployment phase, developers must install the program or transform it into a state
that can be used by end users. Usually during this phase, automatic tests are deployed on servers. And only after the
above points, the system falls into the so-called state that is used by end users.

The last phase is the launch of the software, where the developers' task is to support the product or incorporate
new customer requests as well as fix any bugs that were not detected during testing.

The waterfall model is very simple to use which gives it a number of advantages such as:

1. Clearly defined phases of development.

2. Offers a large amount of documentation. All stages must be documented.

3. Teams know the amount of work that needs to be done.

4. Presence of clients only at the initial and final stages.

Over time, it became clear that the model also has its drawbacks:

1. Since the requirements may not always be clear, there is not enough flexibility to change the final result
in an easy way.

2. Strict division into development phases.

3. These two simple constraints led to failures during development and task distribution, and the reasons
were:
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4. Presence of unrealistic project goals.

5. Inaccurate project estimates.

6. Presence of risks that are difficult to control.

7. Presence of not precisely defined requirements.

8. Lack of normal reporting on the development status.

9. Lack of communication with the customer, which affects the development process of the project in a
negative way and increases the development time when it is necessary to add or correct changes.

10. Usually the use of old or inappropriate technologies for writing code.

11. Also, it may be due to excessive complexity of the project.

12. Presence of commercial pressure.

13. Lack of project development practices.

Analysis of IT praject requirements

Designing

Implementation (programming)

Testing and integration

Software delivery and deployment

Operation and support

Fig. 1. Waterfall Model

In 2001, the Agile Alliance was formed to create teams of the most flexible and dynamic methods to optimize
the software development process. A document was also created that defined the basic concepts of the Agile approach
and was called the Agile Software Development (Agile Alliance) [4-7]. Four main concepts were created that defined
the basic values of Agile, and these values should be used in all Agile technologies (Figure 2).

The new values and elements contrast sharply compared to the traditional approach, which in turn relied on
clearly defined plans. Following the basic principles will help increase the likelihood of success in creating the final
product for wide user use.

The differences between the two models that were analyzed and studied are given in Table 1.1.

As practice shows, the total number of failed projects, or projects that are rejected, is quite large. In the work
[8, 9] it was reported that only almost 40% of all existing projects are successful. About 45% were rejected for various
reasons (there are no all planned functions and capabilities of software, the allocated budget was exceeded, tasks were
completed untimely, etc.). And 15% were completely unsuccessful (tasks were completed, but the software did not
reach the market, or the order for software was canceled). It was also noted that since 2004 there has been a gradual
increase in all successful projects from 30% on average by 5%.

It was also said in the report that the size of the development project has a great influence and this is more
important than the chosen methodology regardless of whether it is fast and flexible or traditional.
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Focusing on the performers and their
cooperation, the identification of persons weighs
maore than the development processes

A working software product is more important
than detailed documentation

Cooperation with clients is more important than
simply agreeing a contract

Adjusting in response to changes in
requirements is more important than sticking to
the previous development plan

Fig. 2. Four Core Values of Agile Methodology

In the aforementioned work it was stated that a large project is much more likely to encounter problems (10
times) than a small project, and for small projects, flexible methods and approaches greatly simplify the work.

Today, the Agile methodology is expanding in use. As research [10, 11] shows, almost 45% of users who
use flexible software development methods use Agile in almost all of their projects. A large percentage of
organizations that participated in the survey (90%) say that they use flexible software development methods in all of
their projects, as this increases the chances of successful project completion.

The Scrum approach (considered the best method) is used by 55% of Agile teams of managers and
developers. If we take into account various modifications of the Scrum methodology, the overall usage rate increases

to 73% [12].

Table 1

Comparison of two Agile and Waterfall methods

Agile

Waterfall

Short-term planning with the possibility of dynamic supplementation
of necessary requirements.

Planning takes a lot of time since this process requires long-term
planning, and requirements cannot be changed during the
development of the software according to the approved execution plan
and existing infrastructure within the system.

All team members will play an equal role in the team.

All team members follow the established hierarchical structure within
the organization.

Constant communication with the client is carried out at all stages of
development, which in turn allows to receive timely feedback from the
client and understand whether everything was done correctly and
clearly.

Completely independent from communication with the customer.

Thanks to the fact that continuous testing is carried out, there is a
constant control of the quality of the software.

Late planning can significantly lag behind quality control, as the
project is only tested at the last stages of the model and testing takes a
lot of time. Also, bug fixes must be structured and present in the
system.

It is convenient to measure and track the progress of the product due
to measurements in sprints or units.

The entire progress is measured by the steps implemented

The deadlines for software implementation can be conveniently
changed if additional requirements for the final product appear during
one of the sprints.

Deadlines can be easily determined, since no new changes are
expected and if there are no unexpected system failures.

Depending on the projects, they can be divided into different
categories such as complex, current or long-term, etc.

The best approach for projects that are not of large size, and all steps
can be planned or they are predictable and can be influenced. It is
necessary to know all the requirements.
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In the IT sphere, there is a widespread belief that teams using Agile in their approach significantly increase
the chances of successful software development. Although this is not always confirmed by empirical data, Agile
technology has long been seen as a methodology that will make a big breakthrough in software development for
projects of various scales. Recent research in [14, 15, 16] studying the success of Agile projects shows that the
possibility of such a belief can be proven on scientific data. The works showed a quantitative study to check whether
the use of flexible Agile methods during software development affects the success rate of products. They noticed signs
that the use of flexible planning methods in the software development process has a significantly higher registered
success rate of products. Evaluation and display of results were conducted for three categories of success: overall
project success, stakeholder success, and effectiveness.

Agile projects are well known for their flexible software development process compared to traditional
projects. The process itself consists of a large set of practices that in turn describes a set of procedures that teams of
developers then use to achieve the project's final goals.

For IT projects with the goal of creating quality software, the agile approach helps to determine the scope
and size of the project at all stages, including the final stage when the project is in constant use by users. Size, required
time, as well as cost and quality are quite important criteria when considering the success of a software product.

2. Development of an algorithm that will allow automation of the task distribution process.
In the begin, it is necessary to form a corresponding list of skills for each team member (Figure 3).

Basic skills = Basic skills

English E(m)=E/1.6

Self management SM(m)=SM /18
Team management TM({m)=TM/ 1.6
Experience duration ED{m)= ED/ 1.6
Calm Ca(m)=Ca/ 1.6
Stability St{m) =St/ 1.6
Responsibility Re{m) = Re /1.6
Quality Qu{m)=Qu /1.6
Design skills DES(m) =DES /1.6
Ul skills UIS{m) =UIS /1.6
Backend skills BS(m)=BS/1.6
Devops skills DOS(m) =DOS /1.6
React native skill RANS(m) =RNS /1.6
Testing skill TS(m)=TS/1.6
Learning speed LSim)=LS/1.6

Development speed DSm)=DS/16

Fig. 3. A list of necessary skills describing a person

The maximum total score of all skills will be 160 points, since there are 16 skills in total. To find out how
much each skill is worth in percentage, we divide each skill by 6 and get 6.25%. - . This is the maximum value that a
skill can get.

Next step, we will divide these skills into 4 main groups. These are Skill (S), Management(M), Reliability(R),
Prospects(P). Let's calculate the sum of all skills that belong to the Skill group.

_ o (DES(m),UIS(m), BS(m), DOS(m), RNS(m)
$=X ( ,TS(m) >’

where m - this is the maximum grade in percentage. Let's now calculate the average and relative value of
each skill for this group.

S
S(@ = $/6, S() = ——,
e 0,375 ne —
(Smax * 6) /100.
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Now let's calculate the corresponding ratings for Management (M), Reliability (R), and Prospects (P) using

the same formulas.
M = Y{E(m),SM(m),TM(m), ED(m),S,},

Where S, — this is a previously calculated value, i.e. the average value for Skill, and m is the maximum
rating in percentage.

R = X{Ca(m), SM(m), TM(m), ED(m), Re(m)},
Where m - this is the maximum grade in percentage.
D = ¥{LS(m),DS(m), S},

where m — This is the maximum score in percentage ratio, and S is the sum of all skills of the Skill group.
And accordingly, the average values.:

M(a) =M/5,
R(a) = B/4,
D(a) = D/3,
And relative meanings:
M) = 2@
T 31,25

Where 31,25 is —

(Smax * 5)/100,

R(r) = 2@

0.25°
where 0,25 is —

(Smax * 4)/100,

D(r) = X2,

Where n is —

D (T’) (Smax 150‘* 5(7”)).

For the tag determination system, a data set needs to be created. This data set is formed from a graph where
each vertex is connected to another vertex, i.e., a many-to-many relationship.

We will identify 5 main tag groups. These will be: Priorities, Projects, Skills, Types, Phase. Besides these
main groups, there may be others. Each such tag group can contain a subset of size N, where N is a natural number.
To determine the tags that are related to the task, we will use the formula:

Tags{N} = YN ,(max(Priotities{SubPriorities(i)}) + YN ,(max(Projects{SubProjects(i)}) +
YN  (max(Phases{SubPhases(i)}) + Y, (max(Skills{SubSkills(i)}) + YN, (max(Types{SubTypes(i)}),

where SubPriorities € Priorities, Sub Projects € Projects, SubPhases € Phases, SubSkills € Skills.

To determine who will be responsible for completing the task, a rating system needs to be created. The ratings
include: the number of tasks completed by tag group, the number of tasks completed by subgroups, the number of
tasks planned to be completed, the total sum of estimations for all planned tasks, the total sum of ratings, S(r) value,
M(r) value, R(r) value, D(r) value, and the sum of all other skills. After creating the corresponding ratings with
positions in the sub-ratings, we form one general rating. Then, taking into account the preferred and not preferred tags
of each participant, we lower or raise his position in the rating.
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To calculate the impact of preferred and not preferred tags, we use the following formulas:

preferred = [];10 = {P;}/100,
not preferred = [[; 10 * {P;}/100,

Where - P(i) is a set of preferred and not preferred tags for a task.
The formula for the influence on the overall rating in the ranking is:

mark = total mark + (preferred — not preferred).

To influence the general time for task completion, simply multiply the rating by the corresponding value in
the time range {2,5,10,15,20}. The next step is to find the maximum value in the rating and in this way we find out
who our potential person is best suited for the task.

4. Results of distribution and evaluation of tasks

For the experimental research, a dataset generated by us was used. To generate the dataset, a graph structure
was taken as a basis, where each node has a connection with all other nodes (Figure 4). For a simple visualization of
the prediction of the optimal candidate, let's take as an example the description of the task - "Me as a super admin,
should be able to create a form for inviting users", and no qualification tags will be added. The results of auto-tagging
the task can be seen in Figures 5, 6. In Figure 5, it can be seen that the best classification tag for priority is High. Sprint
is the best for phase (Figure 6). With a big gap in Skills, the tag is React. And for the mandatory Type we have Task.

Next, the obtained tags need to be used to search for the best candidate to perform the task.

At the first stage, you can see the rating of all players for all tags (Figure 7). Then from the current rating it
is necessary to form a new one taking into account the load of people. Then another one with the influence of preferred
tags (Figure 8) and not preferred (Figure 9). Then build the last rating to select the best performer of the task (Figure
1.10). From the example we see that Attendee - 8 is the best option.

attendees
- 1e9d8cdcf2f4fd78abb345a230385hc8

» attendees

» keyWords

’ tags
32659d4174f7bed938fbf91bc4b42862

4c6a43faB7c1289a43ffc70f9cf42e46

87ba7b57c5fd1ac9b69204c7f61eechH2
keyWords

tags

Fig. 4. Dataset structure

In Figure 4 you can see a clearly structured entity where each key has an attendee Id which is hashed. In turn,
each attendee has a link to each attendee, including itself. This includes the key words which are also hashed, of the
task described and all existing and used tags in the system. This will help in the future when we generate the most
compatible and appropriate tags for task description.
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Total rate by most user priorities

miedivm

Fig. 5. Total rate by most used priorities

In the Figure 5 it can be seen that out of all the tags present in the graph structure (height, low, urgent,
medium), the tag 'high' is the most frequently used for all the words described in the task "Me as a super admin, should
be able to create a form for inviting users". This tag was used 1478 times. It has a huge gap from the tag 'medium’
which has only 270. This suggests that the tag 'high' is probably the most optimal option for the described task.

Total rate by most used phase

Fig. 6. Total rate by most used phase

In the Figure 6 it can be seen that out of all the tags present in the graph structure (sprint, backlog), the tag
'sprint is the most frequently used for all the words described in the task "Me as a super admin, should be able to create
a form for inviting users". This tag was used 1696 times. It has a huge gap from the tag 'backlog' which has only 170.
This suggests that the tag 'sprint' is probably the most optimal option for the described task.
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HeatMap Chart (Rate attendee by each skill)

wary low low medium ¢ high

Fig. 7. Total heatmap of attendees by all tags

In the Figure 7, you can see the rating of the attendees and the rating of each attendee for each skill. High is
the value from 10 to 110, medium is the value from 7 to 10, low is the value from 3 to 7, and very low is the value
from 0 to 3. As we can see from the graph, the top 3 best candidates according to the ratings of all skills are Attendee
9, Attendee 5, and Attendee 17. However, these top 3 are not our most optimal candidates yet, as we need to make a
rating list only for the tags we got in Figures (3-4) and also take into account the preferred and not preferred tags of
each participant in the rating.

Total rate with impaet preferred Lags

Fig. 8. Total rate with impact preferred tags

Taking into account the tags that participants would not like to work with, we added all the scores by tags
and took into account the wishes we received, we got one overall rating as in Figure 6. From it we see that the
candidates who were in the previous rating Attendee 9, Attendee 5, and Attendee 17 changed their position in this
rating. Now the top 3 are taken by participants Attendee 6 - 121 points, Attendee 14 - 136.4 points, and Attendee 8 -
144.1 points. The next step is also to take into account the tags that participants did not want to work with in the
already fading rating.

94 MDKHAPOJIHUI HAVKOBUI KYPHAJI .
«KOMITI'KIOTEPHI CUCTEMMU TA IHOOPMAIINHI TEXHOJIOTI'TI», 2023, Ne 2



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Total rate with impact not preferred tags

Fig. 9. Total rate with impact not preferred tags

Taking into account the tags that participants would not want to work with, we changed the ranking based
on the number of tags that participants would not want to work with. We got one overall ranking as shown in Figure
7. From it we see that the candidates who were in the previous ranking Attendee 6 - 121 points Attendee 14 - 136.4
points, and Attendee 8 - 144.1 points changed their position in this only Attendee 6 to Attendee 5. Now the top 3 are
occupied by participants Attendee 5 - 117 points Attendee 14 - 124 points, and Attendee 8 - 131 points. As we see,
the scores of all participants from the top 3 have decreased. This indicates that these participants from the top 3 have
at least one tag with which they would not want to work. The next step is also to take into account the workload of
people according to the general estimation of tasks and the total number of tasks with the status to do.

Total rate with for choose the best attendee

Fig. 10. Total rate for choose the best attendee

Taking into account the workload of people according to the general estimation of tasks and total tasks with
status to do, we changed the rating and got one general rating as in Figure 8. From it we see that the candidates who
were in the previous rating Attendee 5 - 117 points, Attendee 14 - 124 points, and Attendee 8 - 131 points again
changed their position Attendee 5 to Attendee 6. Now the top 3 are occupied by participants Attendee 5 - 108.9 points,
Attendee 14 - 109.12 points, and Attendee 8 - 115.28 points. As we see, the scores of all participants from the top 3
have decreased. This speaks of the fact that these participants from the top 3 have a certain number of tasks that affects
the overall rating, but not significantly. And Attendee 5 is already loaded to a significant extent and cannot be given
new tasks. Since there are no participants with the same scores, it can be said from Figure 8 that the most optimal
option for task execution is Attendee 8. Since he has 115 points and he has a slight gap with participants Attendee 6
(108) and Attendee 14 (109).
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Conclusions:

An automated information system has been proposed for determining the best candidate to perform a task, as
well as for classifying the task and adding classification tags to it, which ensures accurate selection of the best
performer of the task and performs accurate task classification and determines the corresponding tags. Further research
is focused on increasing the accuracy and autonomy of the model and improving the level of classification to the level
of subgroups of tags.

The prosed system of distribution and evaluation of tasks in the software development process is aimed at
improving the accuracy and autonomy of the model, as well as improving the level of classification to the level of
subgroups of tags. The system will use machine learning algorithms to identify the best candidate for a task, as well
as to classify the task and add the corresponding tags. The system will also be able to identify the most suitable tasks
for a particular candidate, based on their skills and experience. Additionally, the system will be able to provide
feedback to the candidate on their performance, allowing them to improve their skills and become more efficient in
their work. The system will also be able to track the progress of the task and provide timely updates to the stakeholders.
Finally, the system will be able to provide detailed reports on the performance of the task and the candidate, allowing
for better decision-making.

The proposed system of distribution and evaluation of tasks in the software development process for Scrum
and Agile methods is designed to provide an automated and accurate way of assigning tasks to the best candidate, as
well as classifying the task and adding the corresponding tags. The system is designed to be highly accurate and
autonomous, and to provide a level of classification that is accurate down to the level of subgroups of tags. The system
is also designed to be highly efficient and to provide a streamlined process for assigning tasks to the best candidate.
The system is also designed to be highly flexible and to be able to adapt to changing requirements and tasks. Further
research is focused on improving the accuracy and autonomy of the system, as well as improving the level of
classification to the level of subgroups of tags. Additionally, research is being conducted to improve the system's
ability to handle complex tasks and to provide a more efficient and streamlined process for assigning tasks to the best
candidate.
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