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UDC 004.9
Tetiana HOVORUSHCHENKO, Sergii ALEKSOV, Yurii POPOV, Vyacheslav BACHUK

Khmelnytskyi National University

DECISION-MAKING METHOD FOR TEMPERATURE CONTROL
IN THE SMART HOME

The current challenge is to provide automatic decision support in a smart home. A study of the top solutions of well-known
smart homes has shown that existing solutions usually do not provide for fully automatic control in a smart home, but are focused
either on automatic control in conjunction with manual control or user-controlled control. Therefore, the goal of this study is to support
decision-making for fully automatic temperature control in a smart home.

Human well-being and performance depend on the meteorological conditions of the environment in which a person is
located. The most important condition for high performance, rest, and health is the creation and maintenance of an optimal home
microclimate. One of the main parameters of the indoor microclimate is temperature. The room temperature control subsystem
ensures the optimal temperature level and allows for individual adjustment for each family member.

The developed rules for determining the optimal room temperature allow you to evaluate the existing temperature
parameters for further automatic operation of the smart home temperature control subsystem in residential premises of various types.
The purpose of the temperature control subsystem is to provide comfortable conditions in residential premises of various types in
terms of their temperature regime.

The developed decision-making method for temperature control in a smart home, which is the basis of the smart home
temperature control subsystem, provides a comfortable and optimal (taking into account building and sanitary and hygienic standard's)
temperature in the corresponding living space.

The results of the functioning of the smart home temperature control decision-making method have shown that the
developed method provides for the recognition of situations (optimal temperature, low temperature, high temperature) and support
for decision-making on the temperature regime in a certain type of residential space (turning on heating devices, turning on cooling
devices, no action, etc.).

Keywords: decision-making support, smart home, temperature control subsystem, air temperature.

Tersna TOBOPYIIEHKO, Cepriit AJIEKCOB, Opiii [TOIIOB, B’suecnias BAUYK

XMenbHULBKAH HAIOHATBHU YHIBEPCUTET

METO/JI IPUAHSTTSA PIIIEHD II[OJ0 KEPYBAHHS TEMIIEPATYPOIO Y
PO3YMHOMY BYIAHUHKY

Hapasi aKTya/ibHOK 334a4EI0 € 3a6E3MEYEHHS MOX/IMBOCTI aBTOMATUYHOI MIATOUMKY IPMIHSTTS DILLEHL Y PO3YMHOMY
OyanHKY. LJOCTIKEHHS TOMOBUX PILLEHb BIIOMUX PO3YMHUX OYANHKIB ITOKA3aso, Lo HasBHI PILLEHHS], SK paBwio, He Nepesbayarots
TI0BHICTIO aBTOMaTHYHOIO KEPYBAHHS ¥ «PO3yMHOMY OyANHKY», @ OPIEHTOBAHI ab0 Ha aBTOMATUYHE KEPYBAHHS CTI/IbHO i3 PyYHUM
KEPYBaHHSIM, 360 Ha KEPOBAHE KOPHCTYBAYeM KEDYBaHHS. TOMy METOK AaHOr0 AOCTIIKEHHS € ITATPUMKE MPUAHSTTS DilleHb OO0
I0BHICTIO aBTOMaTUYHOIrO KEPYBAHHS TEMIIEPATYPOIO Y PO3YMHOMY OyANHKY.

CamoriodyTTs | NPpaLesaaTHICTb JIOANHN 38/1EXKaTh Bifl METEOPOJIONTYHNX YMOB CEPEAOBUILE, B SKOMY BOHE 3HaXOANTHCA.
HaviBayx/MBILLIOKO YMOBOKO BUCOKOI Mpaue3qaTHOCT], BIANOYHHKY | 340DOBS JIOANHU € CTBOPEHHS | MATPUMKE OMTUMAE/IbHOMO
MIKpOKsTiMaTy Xutia. OQHUM (3 OCHOBHUX apamMeTpiB MIKDOK/IIMATY MPUMILYEHb BUCTYIIAE TemMrnepatypa. lliacucrema KepyBaHHs
TEMIIEPATYPOIO MPUMILLEHHS 386E3Ie4HYE OITUMATIBHIUM PIBEHD TEMIIEPATYPU | AAE MOXITMBICTE IHANBIAYA/IBHOIO HAJIALITYBAHHS U151
KOXHOIo 4s1eHa cim1.

Po3pobrieHi ripasnia A1 BUIHAYEHHS OITUMAE/IbHOCTI TEMIIEPATYPHOIO PEXUMY MPUMILLEHHS JO3BO/ISIOTE OLIIHUTH HAsBHI
TEMIIEPATYpPHI NapameTpy A/ MOAA/bLIONO aBTOMAaTUYHOIO QYHKLUIIOBAHHS MACUCTEMU KEPYBAHHS TEMIIEPATYPO PO3YMHOMo
OyanHKY B XUTIIOBUX MPUMILYEHHSIX PI3HOro Turly. MeTor MiACUCTEMU KEPYBAHHS TEMIIEPATYPY € 3a0E3rIEHEHHS] KOMPOPTHUX YMOB y
KUTIIOBUX TPUMILLIEHHSX PIBHOO TUITYy 3 TOYKU 30Dy IX TEMITIEPATYPHOIO PEXUMY.

Po3pobrieHmi METod MpMyiHATTS PIieHb LOAO KEPYBAHHS TEMIIEPATYPOIO Y PO3YMHOMY OyAuHKY, SKM € OCHOBOKO
TIACUCTEMU KEPYBAHHS TEMIIEPATYPOIO PO3YMHOIO byANHKY, 3abe3redye KOMBOPTHY Ta ONTUMAIIbHY (3 BPaXYBaHHAM OyAiBE/IbHUX Ta
CAHITaPHO-TIfTEHIYHNX HOPM) TEMIIEPATYPY ¥ BIAMOBIAHOMY XUTIOBOMY PUMILLEHH].

Pe3ysibTatt QyHKUIOBaHHS METOLY MPHMVIHSTTS DILLEHD LLOAO KEPYBAHHS TEMIIEPATYPOIO Y PO3YMHOMY GYANHKY JOBE/M, O
PO3PO6AIEHMIT METOL EPELBAYAE PO3TIZHABAHHS CUTYALIIM (ONTUMAE/IbHE TEMIIEPATYPA, HU3bKA TEMIEDATYPA, BUCOKA TEMIEPATYPa)
78 MATOMMKY TPMHSTTS DilLIeHb LLOAO TEMIEPATYPHOIO PEXUMY Y KUT/IOBOMY MPUMILLEHH] TEBHOIO TUIY (BBIMKHEHHS OOIrpiBa/ibHuX
IPUIELAIB, BBIMKHEHHS OXOJIOLKYIOYMX MIPUIaAIB, KOAHNX Aivi, TOLYO).

KIto4oBi c/10Ba: migTpMMKa MPMIHSTTS PilleHb, PO3YMH GYANHOK, IIACUCTEMA KEPYBAaHHS TEMITEPATYPOI, TEMIEPATYPA
10BITPS.

Introduction

A cyber-physical system is a system that combines physical and digital elements. It can include various
components such as sensors, microcontrollers, software, cloud services, and other technologies. Such systems can be
applied in various industries, including industry, transportation, medicine, agriculture, and others. This is a clear
example of the Internet of Things concept [1].

The cyber-physical system "Smart home" is a combination of smart objects that can facilitate the exchange
of information between objects and residents to connect the smart home with the outside world of the Internet. A smart
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home is a system that helps to make a home more comfortable and safe. It is a system that combines 10T and IT
technologies to control home devices and systems, such as lighting, heating, air conditioning, security, etc. This makes
it possible to improve the convenience and safety of living in a home [2-4].

A smart home is a set of solutions that automate everyday activities, relieving the owner of routine tasks. "A
smart home is not a set of devices that are controlled remotely, but a single system for managing such devices (an
ecosystem) that provides specific benefits to the user, such as visibility of control, convenience, and saving time and
effort. Such an ecosystem should perform certain actions in response to specific situations without human intervention

[5].

In general, a smart home is a system of devices that includes equipment, sensors, and other elements that can
perform various actions both without human intervention (according to developed and programmed scenarios) and on
human command [6, 7].

The cyber-physical system "Smart home" is designed to automate and control various devices in the house,
such as lighting, heating, temperature, security, etc. The system consists of sensors, controllers, and management
software that work together to collect data, analyze it, and make decisions based on the set parameters. As a result,
residents of the house receive comfort and security, as well as save energy and reduce utility costs [8, 9].

A smart home should be able to recognize situations, perform certain actions and make the necessary
decisions depending on the situation without human intervention [10].

So, the current challenge is to provide automatic decision support in a smart home.

Let's consider some top solutions of the known smart homes [11-16]:

1) Amazon Alexa - easy to set up using a mobile application; uses Wi-Fi and Bluetooth as a data transmission
method; the most convenient is voice control; supports only English;

2) Google Home - an ecosystem with the well-known and advanced voice assistant Google Assistant; the
Google Home mobile application allows you to control devices connected to the assistant from different
manufacturers; supports English and Russian; control capabilities are somewhat limited compared to Alexa;

3) Apple HomeKit - to manage such an ecosystem, the Home mobile application is enough, which allows
you to quickly integrate different devices and use the user-friendly interface of iOS devices to set up work and create
various scenarios; the voice control service is the Siri oboe service; supports English and Russian; has a small number
of compatible devices and a rather high cost;

4) Xiaomi Smart Home is an open-type ecosystem based on the ZigBee protocol, which allows you to
supplement your smart home with standard-compliant gadgets from any manufacturer, including various switches,
security sensors, relays, locks, etc; Wi-Fi enabled devices (smart sockets, video cameras, light bulbs, household
appliances, etc.) can be easily added to the ecosystem; it is affordable; modification and gradual expansion are
available; the Mi Home app is used for control; the voice assistant supports only Chinese;

5) Ajax - a closed wireless ecosystem of Ukrainian origin designed to ensure home security; ""Security System
of the Year" at the Security & Fire Excellence Awards; controlled by the Ajax Security System application, which is
simple and intuitive; autonomous power supply for up to 15 hours without power supply; simultaneous connection of
up to 100-150 devices; supports alarm management by multiple users (up to 50 accounts); detectors are protected
against loss of communication and are noise immune; provides not only notification of the owner in case of a security
breach, but also automatic notification of the central monitoring station of specialized companies;

6) Nero is a wide-ranging ecosystem; it works on Z-Wave and Intro 111 wireless protocols; it has a limited
selection of compatible devices; it automates the adjustment of the room's microclimate (heating, air conditioning),
lighting control, gate control, protection against intrusions, etc.; all control is carried out using the free NeroHome
application; it is compatible with most video cameras manufactured by HiWatch and Hikvision; it is easy to set up; it
supports the Russian language.

A study of the top solutions of well-known smart homes has shown that existing solutions usually do not
provide for fully automatic control in a smart home, but are focused either on automatic control in conjunction with
manual control or user-controlled control. Therefore, the goal of this study is to support decision-making for fully
automatic temperature control in a smart home.

Decision-Making Method for Temperature Control in the Smart Home

Human well-being and performance depend on the meteorological conditions of the environment in which a
person is located. The most important condition for high performance, rest, and health is the creation and maintenance
of an optimal home microclimate. One of the main parameters of the indoor microclimate is temperature. The room
temperature control subsystem ensures the optimal temperature level and allows for individual adjustment for each
family member.

Violation of the limits of the thermal regime of the room provokes a deterioration in health and exacerbation
of chronic diseases. At high air temperatures, much of the heat is lost through evaporation. Along with sweat, the body
loses water, vitamins, and mineral salts, which disrupts metabolism. Over time, this causes an increase in body
temperature, increased heart rate, weakening of the cardiovascular system, decreased gastrointestinal activity, etc.
This is accompanied by headaches, malaise, decreased attention and coordination of movements, and decreased
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performance. Thus, performance at 24 degrees decreases by 15%, and at 28 degrees — by 30%.

Low indoor temperatures create all the conditions for the emergence and exacerbation of respiratory diseases
(rhinitis, bronchitis, pleurisy, pneumonia), musculoskeletal diseases and diseases of the peripheral nervous system
(myositis, rheumatism, neuritis, radiculitis), as well as exacerbation of other chronic diseases. In low air temperature
conditions, there is a risk of hypothermia due to increased heat transfer. Prolonged and even short-term exposure to
cold causes a variety of reflex reactions of a general and local nature. They affect not only the areas directly affected
by the cold, but also distant parts of the body. For example, cooling of the feet causes a decrease in the temperature
of the nasal and throat mucosa, which leads to a decrease in local immunity and the appearance of a runny nose, cough,
and sore throat.

The regulatory document in this regard is SSN 3.3.6.042-99 "Sanitary norms of microclimate of industrial
premises” and SBN B.2.5-67:2013 "Heating, ventilation and air conditioning" specify temperature indicators
depending on the type of premises.

According to the state building and sanitary & hygienic norms and standards, the temperature level for
premises where people live and work should be within the permissible range of 16.5° to 26.5°, depending on the type
of premises and seasons of the year — Table 1.

Table 1
Air temperature standards in residential premises of different types

Type of room

Optimal air temperature during the
heating period (October 15 - April 14)

Optimal air temperature during the
cooling period (April 15 - October 14)

Bedroom, living room, dining room, office 20-24° 23-26°
room
Kitchen, dressing room 16.5-22.5° 16.5-22.5°
Bathroom 23.5-26.5° 23.5-26.5°

Let’s develop the rules for determining the optimal room temperature:

1) if the current date (variable d) is in the range [15.10; 14.04] and the room type is "bedroom" and the room
temperature (variable t) is in the range [20; 24], then the room temperature is optimal, otherwise if d € [15.10; 14.04]
and the room type is "bedroom" and t < 20, then the room temperature is low, otherwise if d € [15.10; 14.04] and the
room type is "bedroom" and t > 24, then the room temperature is high;

2) if d €[15.10; 14.04] and the room type is "living room" and ¢ € [20; 24], then the room temperature is
optimal, otherwise if d € [15.10; 14.04] and the room type is "living room" and t < 20, then the room temperature is
low, otherwise if d € [15.10; 14.04] and the room type is "living room" and t > 24, then the room temperature is high;

3) if d €[15.10; 14.04] and the room type is "dining room™ and ¢ € [20; 24], then the room temperature is
optimal, otherwise if d € [15.10; 14.04] and the room type is "dining room" and t < 20, then the room temperature is
low, otherwise if d €[15.10; 14.04] and the room type is "dining room" and t > 24, then the room temperature is high;

4) if d €[15.10; 14.04] and the room type is "office room" and ¢ € [20; 24], then the room temperature is
optimal, otherwise if d € [15.10; 14.04] and the room type is "office room" and t < 20, then the room temperature is
low, otherwise if d € [15.10; 14.04] and the room type is "office room" and t > 24, then the room temperature is high;

5) if d € [15.04; 14.10] and the room type is "bedroom" and ¢ € [23; 26], then the room temperature is
optimal, otherwise if d € [15.04; 14.10] and the room type is "bedroom™ and t < 23, then the room temperature is low,
otherwise if d € [15.04; 14.10] and the room type is "bedroom" and t > 26, then the room temperature is high;

6) if d € [15.04; 14.10] and the room type is "living room" and ¢ € [23; 26], then the room temperature is
optimal, otherwise if d € [15.04; 14.10] and the room type is "living room" and t < 23, then the room temperature is
low, otherwise if d € [15.04; 14.10] and the room type is "living room" and t > 26, then the room temperature is high;

7) if d €[15.04; 14.10] and the room type is "dining room™ and ¢ € [23; 26], then the room temperature is
optimal, otherwise if d € [15.04; 14.10] and the room type is "dining room" and t < 23, then the room temperature is
low, otherwise if d €[15.04; 14.10] and the room type is "dining room" and t > 26, then the room temperature is high;

8) if d €[15.04; 14.10] and the room type is "office room™ and ¢ € [23; 26], then the room temperature is
optimal, otherwise if d € [15.04; 14.10] and the room type is "office room" and t < 23, then the room temperature is
low, otherwise if d € [15.04; 14.10] and the room type is "office room" and t > 26, then the room temperature is high;

9) if the room type is "kitchen" and ¢ € [16.5; 22.5], then the room temperature is optimal, otherwise if the
room type is "kitchen" and t < 16.5, then the room temperature is low, otherwise if the room type is "kitchen" and t >
22.5, then the room temperature is high;

10)if the room type is "dressing room" and ¢ € [16.5; 22.5], then the room temperature is optimal, otherwise
if the room type is "dressing room" and t < 16.5, then the room temperature is low, otherwise if the room type is
"dressing room" and t > 22.5, then the room temperature is high;

11)if the room type is "bathroom" and ¢ € [23.5; 26.5], then the room temperature is optimal, otherwise if the
room type is "bathroom" and t < 23.5, then the room temperature is low, otherwise if the room type is "bathroom™ and
t > 26.5, then the room temperature is high.

The developed rules for determining the optimal room temperature allow you to evaluate the existing
temperature parameters for further automatic operation of the smart home temperature control subsystem in residential
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premises of various types. The purpose of the temperature control subsystem is to provide comfortable conditions in
residential premises of various types in terms of their temperature regime.

The decision-making method for temperature control in the smart home, which is the basis of the smart home
temperature control subsystem, consists of the following steps:

1) the user of the subsystem checks the correctness of the current date: if the date is incorrect, then sets the
start date; then the current date is updated automatically in the smart home;

2) the user of the temperature control subsystem selects the type of room (bedroom, living room, dining room,
office room, kitchen, dressing room, bathroom);

3) measuring the room temperature with a temperature sensor (for example, Sonoff DS18B20 or Connect
Home-s01);

4) searching for a rule in a set of the rules for determining the optimal room temperature;

5) if, according to the found rule, the air temperature in the room is optimal, the temperature control
subsystem does not perform any additional actions;

6) if, according to the found rule, the air temperature in the room is low, the temperature control subsystem
should heat the air, for which it turns on the available heating devices (boiler, fireplace, air conditioner in heating
mode, etc.);

7) if, according to the found rule, the air temperature in the room is high, the temperature control subsystem
should cool the air, for which it turns on the available cooling devices (fan, air conditioner in cooling mode, etc.);

8) switching to step 3 after 30 minutes to ensure a constant response to changes in the room temperature.

The developed decision-making method for temperature control in a smart home, which is the basis of the
smart home temperature control subsystem, provides a comfortable and optimal (taking into account building and
sanitary and hygienic standards) temperature in the corresponding living space.

Example of Functioning the Decision-Making Method for Temperature Control in the Smart Home

According to the first two steps of the decision-making method for temperature control in the smart home,
the user sets the current date (20.11) and selects the room type "office room™.

The third step of the method involves measuring the air temperature in the room with a temperature sensor
(r=16°). Next, a rule is searched for in the rules set to determine the optimal room temperature. Since d € [15.10;
14.04] and the type of room is "office room" and t < 20, the air temperature in the room is low. Since, according to
the found rule, the air temperature in the room is low, the temperature control subsystem should heat the air, for which
it turns on the existing heating devices (boiler and fireplace).

After 30 minutes, step 3 of the decision-making method for temperature control in the smart home is repeated
—the temperature of the air in the room is measured again with the temperature sensor (1=19). Next, a rule is searched
for in the rules set to determine the optimal room temperature. Since d € [15.10; 14.04] and the type of room is "office
room" and t < 20, the air temperature in the room is low. Since, according to the found rule, the air temperature in the
room is low, the temperature control subsystem should heat the air, so the existing heating devices (boiler and
fireplace) remain on.

After 30 minutes, step 3 of the decision-making method for temperature control in the smart home is repeated
—the temperature of the air in the room is measured again with the temperature sensor (¢=22°). Next, a rule is searched
for in the rules set to determine the optimal room temperature. Since d € [15.10; 14.04] and the type of room is "office
room" and ¢ € [20; 24], the air temperature in the room is optimal. Since, according to the found rule, the air
temperature in the room is optimal, the temperature control subsystem should not perform any additional actions
(heating or cooling) at this time, and the heating devices are turned off.

After 30 minutes, step 3 of the decision-making method for temperature control in the smart home is repeated
—the temperature of the air in the room is measured again with the temperature sensor (¢=21°). Next, a rule is searched
for in the rules set to determine the optimal room temperature. Since d € [15.10; 14.04] and the type of room is "office
room" and ¢ € [20; 24], the air temperature in the room is optimal. Since, according to the found rule, the air
temperature in the room is optimal, the temperature control subsystem should not perform any additional actions
(heating or cooling) at this time

After 30 minutes, step 3 of the decision-making method for temperature control in the smart home is repeated
—the temperature of the air in the room is measured again with the temperature sensor (¢=20°). Next, a rule is searched
for in the rules set to determine the optimal room temperature. Since d € [15.10; 14.04] and the type of room is "office
room" and ¢ € [20; 24], the air temperature in the room is optimal. Since, according to the found rule, the air
temperature in the room is optimal, the temperature control subsystem should not perform any additional actions
(heating or cooling) at this time

After 30 minutes, step 3 of the decision-making method for temperature control in the smart home is repeated
—the temperature of the air in the room is measured again with the temperature sensor (¢=19°). Next, a rule is searched
for in the rules set to determine the optimal room temperature. Since d €[15.10; 14.04] and the type of room is "office
room" and t < 20, the air temperature in the room is low. Since, according to the found rule, the air temperature in the
room is low, the temperature control subsystem should heat the air, for which it turns on the existing heating devices
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(boiler and fireplace).

The results of the functioning of the smart home temperature control decision-making method have shown
that the developed method provides for the recognition of situations (optimal temperature, low temperature, high
temperature) and support for decision-making on the temperature regime in a certain type of residential space (turning
on heating devices, turning on cooling devices, no action, etc.).

Conclusions

The current challenge is to provide automatic decision support in a smart home. A study of the top solutions
of well-known smart homes has shown that existing solutions usually do not provide for fully automatic control in a
smart home, but are focused either on automatic control in conjunction with manual control or user-controlled control.
Therefore, the goal of this study is to support decision-making for fully automatic temperature control in a smart home.

Human well-being and performance depend on the meteorological conditions of the environment in which a
person is located. The most important condition for high performance, rest, and health is the creation and maintenance
of an optimal home microclimate. One of the main parameters of the indoor microclimate is temperature. The room
temperature control subsystem ensures the optimal temperature level and allows for individual adjustment for each
family member.

The developed rules for determining the optimal room temperature allow you to evaluate the existing
temperature parameters for further automatic operation of the smart home temperature control subsystem in residential
premises of various types. The purpose of the temperature control subsystem is to provide comfortable conditions in
residential premises of various types in terms of their temperature regime.

The developed decision-making method for temperature control in a smart home, which is the basis of the
smart home temperature control subsystem, provides a comfortable and optimal (taking into account building and
sanitary and hygienic standards) temperature in the corresponding living space.

The results of the functioning of the smart home temperature control decision-making method have shown
that the developed method provides for the recognition of situations (optimal temperature, low temperature, high
temperature) and support for decision-making on the temperature regime in a certain type of residential space (turning
on heating devices, turning on cooling devices, no action, etc.).
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FORECASTING PEAK LOAD ON THE POWER GRID

In the modern world, precise forecasting of peak electricity consumption stands as a pivotal pillar in the efficient
management of power grids. The paramount importance of this task necessitates a comprehensive examination of various forecasting
methodologies, leveraging hourly electricity consumption data and a diverse array of predictive models.

This article is dedicated to a thorough analysis of distinct peak load forecasting methods, elucidating the research
methodology encompassing data preprocessing, model selection, and parameter optimization. The models under scrutiny encompass
a spectrum of techniques, including ARIMA, SARIMA, LSTM, GRU, and Random Forest. To gauge their performance, a suite of
evaluation metrics such as Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE),
R-squared, and Receiver Operating Characteristic Area Under the Curve (ROC AUC) were employed.

The findings of this investigation underscore the nuanced strengths and limitations inherent to each forecasting mode/
when tasked with predicting peak electricity consumption. Notably, certain approaches exhibit superior accuracy in short-term
forecasting scenarios, while others excel in long-term predictions. The selection of the optimal forecasting method becomes contingent
upon the specific conditions, constraints, and objectives of the study at hand.

The LSTM and GRU models, representing deep learning neural networks, manifest their prowess in addressing the intricate
dynamics of electricity consumption data. Their capacity to discern intricate patterns, nonlinearities, and long-term dependencies
positions them as formidable contenders in the domain of long-term peak consumption forecasting.

The Random Forest model emerges as a versatile choice, adept at accommodating the multifaceted characteristics of
electricity consumption data. Its ability to autonomously identify complex dependencies, nonlinear relationships, and seasonal patterns
while considering external factors amplifies its utility across a broad spectrum of forecasting scenarios.

This comprehensive work is of great importance for the practical study of various methods of forecasting peak electricity
consumption. The results obtained from this analysis have significant implications for improving power grid management strategies,
ultimately contributing to microgrid stability and resilience.

Keywords: forecasting, peak consumption, electricity, clean energy, Random Forest, neural networks.

€pren XOJISIBKA, HOnis [IAPOEHEHKO

CyMCBbKUii iepKaBHUN YHIBEPCUTET

IMPOI'HO3YBAHHS INIKOBOI'O HABAHTAKEHHSA HA EJIEKTPUYHI MEPEXKI

Y cyyacHomy CBITi TOYHMI POrHO3 MIKOBOIoO CrIOXUBAHHS €/IEKTPOEHEDITI BUKOPUCTOBYETHCA 5K O4HE 3 KITIOYOBUX 3HAYEHD
A1 €QEKTUBHOIO  yripassiiHHS €/1EKTPOMEPEXamMHU. BUPILIEHHS L€l 334a4i BUMArae PEeTesIbHOro pPo3r/isay PI3HUX METO4IB
TIPOrHO3yBarHs,, BUKOPUCTOBYIOYN FOAUHHI AaHi CrIOXUBaHHS €/1EKTPOEHEDPTT] Ta PI3HI MOAE/ MPOrHO3YBaHHS.

Lg cTarTa npucBsqYeHa aHanzy pisH1UX METo4iB porHo3yBaHHS MIKOBOro HABaHTa)XEHHS, BUKOPUCTOBYIOYH AOC/IIAHNLIBKY
METOAOSIONO, O BKIIOYAE OOBPOOKY AaHux, BubIp Mogesni Ta onTumizayito napametpis. Moges, o po3r/isgarTscs, OXOrIoTh
LLIMPOKWI CITEKTP METOLIB MPOrHO3yBaKHs, BK/IoYaroym ARIMA, SARIMA, LSTM, GRU ta Random Forest, /15 ouiHkv ix eqoeKTuBHOCTI
6y/10 BUKOPHCTaHO HU3KY METPUK OLiHKM, TaKnuX sIK CEPEAHS abcostoTHa rmommusika (MAE), KopeHeBa cepesHs KBagpatTyHa rmoMusIKa
(RMSE), cepegHsi abcomotrHa BigcoTkoBa rommika (MAPE), R-kBagpar 1a rn/owa g KpuBOK XapakTepucTuku otpumysaqa (ROC
AUC).

Pe3ysibTatv UbOoro AOCTIMKEHHS MIAKPECTIOIOTL CU/IbHI T@ C/1aOKI CTOPOHM KOXHOI MOAEJTI MPOrHO3YBAHHS CIIOXVBAHHS
E/IEKTPOEHEDTIT. 30KpeMa, AESKI Miaxoan MposB/sIOTL CEOE 3 OI/IbLLIOKD TOYHICTIO B KOPOTKOCTPOKOBUX CLEHAPISX MPOrHO3yBaHHS
T1IKOBOro CriOXvBaHHS €/1EKTPOEHEDIT], TOAI SK IHLWI Bi3HA4Yat0TbCS B AOBIOCTPOKOBUX IPOrHo3ax. Bubip ontumansHoro merogy
[IPOrHO3yBaHHS CTAE 33/IEXKHNUM Bl KOHKDETHUX YMOB, OBMEXEHD Ta /el KOHKPETHOIMO AOC/IMKEHHS.

Mogeni LSTM 1a GRU, 1o rpeaCcTaB/sitoTs COB0I0 HEVPOHHI MEPEXI ITTMOOKOIO HaBYaHHs], MPOSB/SIOTE CBOKO €QeKTUBHICT
B po3riafi CKIGAHNX ANHaMIK AaHUX O[O CIIOXUBAHHS E/1EKTPOEHEDTT. Ix 3garwicty PO31i3HaBATN MATEPHU, HESIHIMHOCTI Ta
AOBroCTPOKOBI 3a/1EXHOCTI pOOUTE X MOTYXKHUMU KOHKYPEHTamMu B 06/1aCTi AOBrOCTPOKOBOIO POrHO3YBAaKHHS iKY CIIOKUBAHHS.

Mogenb Random Forest BusBuaacs yHIBEPCA/IbHOK, 34ATHOK aAanTyBaTUCS A0 6ararorpaqHHnX XapakTeEpUCTUK AaHUX
CIIOXVMBAHHA E/IEKTPOEHEDITI. Ii 3AaTHICTE ABTOHOMHO BU3HAYATH CKAGAHI 38/IEXHOCTI, HE/HIVIHI BIAHOCHHN Ta CE30HHI NaTEPHM,
BPaxXOBYO4M 30BHILLIHI (PaKTOPH IIABULLYE il KODUCHICTE B LUMPOKOMY CIIEKTPI CLUEHAPIIB rPpOrHO3yBarHs.

L{s pobota mae 3HaYeHHs 419 PaKTUYHOrO BUBYEHHS PI3HNX METOLIB MPOrHO3yBaHHS 1iKy CIIOXUBAaHHS €/1EKTPOEHEDI].
PesysibTati, OTPUMAHI 3 LibOro aHasizy, MatoTh 3HAYHI 3HAYEHHS 4715 BAOCKOHA/IEHHS CTPATEIU YIipaB/IiHHS €/1EKTPOMEPEXaMY, O
B KIHLEBOMY paxyHKy Crpysie CTabIfIbHOCTI Ta CTIMIKOCTI eHEPreTUYHOI MIKPOMEDEXI.

Kito40Bi /1083 MpOrHO3yBaHHs], MiKOBE CIIOXUBAHHS], EIEKTPOEHEDIIS, YUCTa eHepreTnka, Random Forest, HevipoHHI
MEDEXI.

Introduction

Forecasting peak electricity consumption is of great importance for effective planning and management of
the energy microgrid. This allows early detection of periods of high consumption and adaptation of resources to ensure
the best response to changes in demand.

Planning and management of the energy microgrid involves using resources in an efficient way, minimizing
costs and ensuring the stability of energy supply. Overtime forecasting helps determine the need for backup resources
during peak load periods, helping to maintain network resilience and avoid supply failures.
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Peak electricity consumption is one of the key characteristics of the energy system, which reflects the
maximum load on the electrical network during a certain period of time. This characteristic is critically important for
proper planning and management of power supply, energy security, and efficiency of the power system [1].

With the introduction of smart meters and the development of collective data technologies, more objective
and detailed data on electricity consumption became available [2]. These data can be used to develop predictive models
that provide accurate forecasts of peak consumption [3]. Forecasting peak consumption is of great importance to
energy companies, allowing them to effectively plan electricity production, avoid congestion and ensure reliable and
stable electricity supply.

This article is devoted to a comprehensive exploration of diverse techniques and strategies employed in
predicting peak electricity consumption. It encompasses both conventional statistical methods and contemporary
advancements rooted in machine learning and deep learning. The primary aim of this study is to scrutinize and identify
effective methodologies for forecasting peak consumption, further facilitating a comprehensive comparison of their
respective performance and accuracy.

Furthermore, an ensemble of models was taken into account, encompassing Random Forest, a technique that
amalgamates multiple models to enhance prediction accuracy [4]. Moreover, specific libraries tailored for time series
analysis were employed, such as Neural Prophet, leveraging neural networks for predictive purposes.

Subsequent sections delve into an in-depth exploration of the employed methods, their performance
assessment, and a comparative analysis. The objective is to advance the cause of efficient and stable electricity
provision by means of predictive examination of peak electricity consumption.

The study delves into the prediction of peak electricity consumption by analyzing a time series dataset
spanning four years, which includes hourly electricity consumption figures. The primary objective is to forecast
upcoming peak consumption values based on historical data, employing a range of forecasting methods. This endeavor
aims to enhance the efficiency and reliability of power system operations.

Related works

The forecasting of peak electricity consumption has gained importance in recent years due to its importance
for the management of energy processes and the stability of the power grid. Time series forecasting, including the
energy sector, uses a variety of methods. These methods can be classified into three categories: statistical methods,
machine learning methods, and deep learning methods [4]. Among the statistical methods considered are ARIMA,
SARIMA and ETS, which are based on the analysis of trends and seasonality. Machine learning techniques include
Random Forest, Gradient Boosting, SVM, and k-NN, which are used to detect complex dependencies in data [5].
Deep learning techniques such as LSTM, GRU, and 1D CNN are able to interact with sequential data and capture
long-term dependencies [3]. This section delves into a survey of research that has investigated different methodologies
for peak load forecasting.

The article [6] considers a wide range of methods and approaches to load forecasting in energy systems using
smart networks. The authors review the literature on load forecasting and highlight the main trends and challenges
related to this area. The article examines various methods, including statistical approaches, machine learning methods,
and artificial neural networks, their advantages and disadvantages. In addition, the authors of the paper analyze
important factors affecting load forecasting, such as weather, seasonality, geographic and social aspects. They also
consider the implementation of smart grid technologies in the load forecasting process and emphasize the importance
of accurate forecasting to ensure grid efficiency and reliability.

In the work [7], a data-driven approach for load forecasting in smart grids is proposed. The approach
combines statistical and machine learning methods to predict load demand. The authors employ techniques like
autoregressive integrated moving average (ARIMA), exponential smoothing, support vector machines (SVM), and
artificial neural networks (ANN) to enhance load prediction accuracy.

Another study is presented in [8], introduces a novel load forecasting method for smart grids. This method
relies on deep learning using long-short-term memory (LSTM) to simulate dynamic load changes. The authors
demonstrate significant improvements in prediction accuracy compared to traditional methods.

The research [9] presents a load forecasting technique for smart grids based on cloud computing and LSTM
neural networks. This approach offers enhanced prediction accuracy, scalability for large grids, and adaptability to
varying conditions.

Moreover, the article [4] delves into the application of Kalman and filtered Monte Carlo methods for load
forecasting. By analyzing unlinked time series models, the authors forecast peak and total electricity demand. Utilizing
data containing peak demand and electricity production information, they observe consumption trends, identify
outliers, and establish inter-day relationships.

These articles collectively contribute to the field of load forecasting for smart grids, introducing advanced
methods to improve accuracy, flexibility, and efficiency in predicting electricity demand.

The obtained results indicate the convergence of the Monte Carlo and Gibbs methods Sampling when
estimating model parameters, in particular covariances. The authors analyze changes in covariances between different
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components of the model and indicate correlations between different days of electricity consumption. They also
emphasize the dynamics of autocorrelation, which indicates a relationship between days and electricity demand.

Methodology

To achieve the goal of forecasting peak electricity consumption, the following methodology is proposed:

. Data Preparation and Research:

- Collect historical electricity consumption data, including hourly values, for four years.

- Conduct data analysis to understand distribution, trends, seasonality, and possible
anomalies in the data set.

- Preprocess the data by addressing issues with missing values, outliers, and feature
normalization.

. Selection and Engineering Features:

- Identify relevant attributes that may affect peak power consumption, such as 'month’,
'day_of week’, 'day_length' and 'night'.

- Create additional features that can reflect patterns or variations in energy consumption.

. Selection of Models:

- Use a variety of predictive models, both traditional and machine learning-based, to account
for different aspects of the time series.

- Selected models include ARIMA, SARIMA, LSTM, GRU, NARX and ensemble models
such as Random Forest and Gradient Boosting.

. Model Training and Evaluation:

- Divide the data set into training and test sets. For time series, it is important to apply
chronological separation to simulate real-world conditions.

- Train each selected model on the training set and tune the hyper parameters as needed.

- Evaluate the performance of models on the test set using appropriate evaluation metrics
such as MAE, RMSE, and MAPE.

o Detection and Treatment of Emissions:

- Apply anomaly detection techniques to identify unusual patterns or outliers in data that
may affect forecasting accuracy.

- Resolve detected anomalies through data imputation or by considering their impact during
the modeling process.

. Ensemble Approaches:

- Explore ensemble methods to combine predictions from multiple models to improve the
accuracy and reliability of peak energy demand forecasting.

- Evaluate the performance of ensemble models using metrics such as F1-Score, Precision-
Recall, and ROC-AUC.

o Visualization and Interpretation:

- Use visualization libraries such as Matplotlib to create visual representations of forecasting
results, comparing predicted values with actual consumption.

- Analyze patterns and insights from visualizations to make informed decisions.

The proposed methodology aims to use a combination of traditional time series forecasting models, machine
learning algorithms and ensemble methods to achieve accurate and reliable forecasting of peak energy consumption.

To effectively forecast peak electricity consumption, a dataset with hourly electricity consumption metrics
and consistent weather-related features is essential. The dataset should ideally be free of gaps or missing values to
ensure accurate predictions. These hourly measurements provide the necessary granularity to capture fluctuations in
electricity demand, while the weather-related attributes contribute to understanding external factors that influence
consumption patterns.

Choosing an appropriate model for forecasting peak electricity consumption is a key task in research, as the
effectiveness and accuracy of predictions depends on its correctness. In this section, an in-depth examination of diverse
methods and models utilized for peak performance prediction will be conducted. This analysis will encompass their
merits, drawbacks, and domains of applicability.

ARIMA (Autoregressive Integrated Moving Average) and SARIMA (Seasonal ARIMA) [5] are popular time
series forecasting methods. They are based on a combination of autoregressive (AR), moving average (MA) and
integrated (1) models. SARIMA includes a seasonal component to ARIMA.

The ARIMA model uses three parameters [13]: p, d, q, where:

- p is the degree of autoregression (the number of previous observations to be included in the model).

- d is the order of differentiation (how many times it is necessary to take the difference between
consecutive observations to make the series stationary).
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- q is the degree of the moving average (the number of previous forecasting errors to be included in
the model).
The ARIMA model can be represented by the formula:

Vi=c+ Vg +dY o+ + Y p+ 0161+ 026 5+ + 0,64+ ¢, €Y

where: Y;is the value of the time series at time t,

c is a constant component,

¢,— autoregression coefficients,

¢:—;is the value of the time series at previous time points,

6;— moving average coefficients,

&.is the prediction error at time t.

The SARIMA model includes an additional seasonal component [13], which allows simulating seasonal
changes in the time series. For this, the SARIMA model has three more parameters: P, D, Q, and s, where:

- P is the degree of seasonal autoregression,

- D is the order of seasonal differentiation,

- Q is the degree of the seasonal moving average,

- s is the period of seasonality (the number of observations per seasonal cycle).

The SARIMA model can be represented by the formula:

Yt =c+ ¢1Yt—1 + ¢2Yt—2 + -+ ¢th_p + 915[—_1 + 925[—_2 + -+ qut—q +
+q)1yt—5 + ¢2Yf—25 + oee + q)pyt—Ps + Glgt—s + ezgt_zs + A + GQSf—QS + gt’ (2)

where: ®;— coefficients of seasonal autoregression ,

Y;_, is the value of the time series with observations separated by s (seasonal lag),

0;— seasonal moving average coefficients,

&:_s IS the prediction error at the moment of time ¢—s.

Both of these models help to analyze and forecast time series taking into account autocorrelation, seasonality
and changes in the time series.

After exploring autoregressive models for forecasting peak electricity consumption, let's turn our attention to
the use of more complex and powerful neural network architectures, in particular LSTM, which allow us to better
avoid the limitations of traditional approaches and obtain more accurate and realistic forecasts.

LSTM model (Long Short-Term Memory) is a subtype of recurrent neural networks designed to process and
model data sequences such as time series [11]. One of the key advantages of LSTM is its ability to efficiently deal
with long-term dependencies in data. LSTM includes special mechanisms for storing, retrieving, and updating
information from previous time steps. The basic idea is to use an internal state that can store information for a long
period of time, and use gates to adjust the internal state and output the information to the outer layer.

The LSTM structure includes the following components [14]:

- Forget Gate:

The building gate, responsible for deciding which information from the previous state should be forgotten, is
characterized by the formula (3) used to construct these gates.

fe= U(Wf [he—1, xe] + bf)' 3)

where:

f:is the building gate vector at step t,

Wy— matrix of weights,

h¢_4is the vector of the hidden state in the previous step,

x,is the input vector at step t,

bg- displacement,

o— activation function (sigmoid).

- Input Gate:

The update gate, which determines the incorporation of new information into the internal state, is defined by
the formula (4) for the update gate.

iy = o(W; - [he—y, x| + by), 4

where:
i,is the update gate vector at step t,
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W;— matrix of weights,

h;_,is the vector of the hidden state in the previous step,
x.1s the input vector at step t,

b;- displacement.

- New Cell State:

The formula for the new internal state is:

C; = tanh(W, - [hy—y, %] + b¢), 5)

where:

C,is the new internal state at step t,

We— matrix of weights,

h;_4is the vector of the hidden state in the previous step,

x.1s the input vector at step t,

b.- displacement,

tanh— activation function (hyperbolic tangent).

- Output Gate:

The output gate, responsible for selecting the output from the internal state, is defined by the formula (6) for
the output gate.

0 = oWy - [he—y, %] + by), (6)

where:

0.is the output gate vector at step t,

W,— matrix of weights,

h._,is the vector of the hidden state in the previous step,
x.is the input vector at step t,

b,- displacement.

- Hidden State:

The formula for calculating the new hidden state at step t is:

Ce=/ft - Coqg+ic- Ct'
h’t = Ot " tanh (Ct)' (7)

where:

C.is the new internal state at step t,

fis the building gate vector at step t,

C,_,is the internal state at the previous step t,

i;is the update gate vector at step t,

C,,is the new internal state at step t,

o,1s the output gate vector at step t,

h.is the new hidden state at step t.

LSTM can be applied to predict peak load by learning from historical data and using the acquired knowledge
to predict future values. Its ability to model long-term dependencies and account for a variety of input parameters
makes it a powerful tool for time series analysis and forecasting.

After a detailed consideration of LSTM, it is worth turning to another important type of recurrent neural
networks - Gated Recurrent Unit (GRU). Following this, the Nonlinear Auto Regressive model with exogenous inputs
(NARX) [13] will be discussed, offering efficient modeling and forecasting of time series while accounting for
external influences.

Gated Recurrent Unit (GRU) is an improved version of LSTM that has fewer parameters and may be less
prone to overtraining on small datasets [15]. The GRU also uses gates to control the flow of information. It has two
gates: the update gate (update gate) and priority gate (reset gate). An update gate decides what information should be
transferred to a future state, while a preference gate helps decide what information should be forgotten from a previous
state.

Evaluating the performance of forecasting models is a critical step in the process of developing forecasting
algorithms, which helps determine how well the model fits real data and how accurately it can predict future values.

For the evaluation of forecasting models, an initial step involves partitioning the accessible data into distinct
training and test subsets. Within this framework, the training set assumes the role of facilitating model training,
essentially fine-tuning its parameters in accordance with the input data. Conversely, the test set is integral in gauging
the predictive precision of the model when applied to novel data instances that remain unfamiliar to the model.
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Various metrics are employed to evaluate the precision and effectiveness of a model's forecasting
performance, with the selection of appropriate metrics contingent upon the specific characteristics of the forecasting
task at hand [16]. These evaluation metrics serve as essential tools for quantifying the level of agreement between the
predicted outcomes and the actual observations, thereby shedding light on the model's capability to capture underlying
patterns, trends, and fluctuations within the data [13]. For instance, popular metrics such as Mean Absolute Error
(MAE), Root Mean Squared Error (RMSE), and Mean Absolute Percentage Error (MAPE) are commonly utilized to
measure the extent of deviation between predicted values and observed data.

The selection of evaluation metrics may vary depending on whether the task involves point forecasts, interval
forecasts, probabilistic forecasts, or the assessment of accuracy across multiple time horizons. These metrics play a
pivotal role in enabling researchers and practitioners to comprehensively gauge the quality of forecasting results,
allowing for informed decisions, model comparisons, and the identification of potential areas for refinement in the
predictive models under investigation. Graphs can be effectively employed to visually represent the outcomes of
estimation, encompassing elements like comparative plots showcasing forecasted versus actual values, as well as
graphical representations of error distributions. These visual aids play a pivotal role in conveying the extent of
alignment or divergence between projected and observed data points. In the selection process of an optimal model for
a particular peak load forecasting endeavor, meticulous consideration should be given to identifying the paramount
metric that aligns with the primary objectives of the task.

Experiments

This section provides a comprehensive overview of the conducted experiments to assess various forecasting
techniques on the dataset for peak electricity consumption. The dataset encompasses hourly records of electricity
usage from a two-story building situated in Houston, Texas, USA. The temporal span of the data spans from June 01,
2016 to August 2020.

The dataset contains a variety of parameters, including electricity consumption in kWh, as well as notes
indicating the type of day (working, weekend, quarantine due to COVID, holiday). In addition, the dataset contains
information about weather conditions, including temperature, humidity, pressure, etc.

—— Electricity consumption (kW/h)

Electricity consumption (kWw/h}

T T T T T T T T T
2016-07 2017-01 2017-07 2018-01 2018-07 2019-01 2019-07 2020-01 2020-07
Date

Fig. 1. Electricity consumption data set

The next stage was data processing. It included removing possible anomalies and missing values, normalizing
the data and grouping it according to some parameters, such as days of the week, time intervals, etc. In addition, work
was carried out to combine data on electricity consumption and weather conditions to create a connection between
these factors. According to research, the peak consumption of electricity in a private house is usually observed in the
evening period from 17:00 to 21:00. During this time, households actively use electrical appliances for cooking,
lighting, working with electronics, as well as for the comfortable use of air conditioners and other appliances.
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Distribution of emissions by hour
21

17

18

Fig. 2. The largest amount of peak value of electricity consumption

For this purpose, a range of forecasting techniques was employed, encompassing both traditional models like
ARIMA and SARIMA, and more advanced approaches like LSTM and GRU.During the experiments, the dataset was
splitinto training and test subsets. Each selected prediction model was trained on the training data, and model-specific
techniques were employed to optimize and fine-tune hyperparameters. The accuracy and performance of each model
were subsequently evaluated using the test data.

The initial approach involved utilizing a SARIMAX statistical analysis model. This type of model is well-
suited for analyzing and predicting time series data, incorporating autoregressive, moving average, and external
exogenous variables. Peak electricity consumption can be related to various factors such as weather, time of day,
working hours, etc. For this code uses exogenous parameters such as 'length_of day’, ' Hour ', ' day_of week ' which
may affect power consumption. These metrics add additional context for analyzing and predicting peak values.

The model parameters (p, d, g, P, D, Q, s) are adjusted taking into account the properties of the time series
and the specifics of peak consumption. Parameter selection involved trying different combinations and testing their
performance on the training data using criteria such as AIC (Akaike Information Criterion) or BIC (Bayesian
Information Criterion). Using ACF, PACF plots, and trying different parameter values helped to find the best
combination for a particular time series.

SARIMAX model parameters are the following: p: Autoregressive order (AR) — 0; d: Degree of difference —
1, g: The order of the moving average (MA) - 1, P: Order of seasonal autoregression (Seasonal AR) — 1, D: The degree
of seasonal difference - 0, Q: The order of the seasonal moving average - 0, s: Seasonality period - 24 (one day)

The final metrics (MAE, RMSE, MAPE) provide quantitative insight into the accuracy of model predictions.
This helps to determine how effective the model is in predicting peak electricity consumption in different time frames
(Table 1).

Table 1
Estimates of the accuracy of the SARIMAX model using the best parameters

Acc.ur.acy.score/ Week Month Year
prediction interval
MAE 0.859 1.185 7.36
RMSE 1.001 147 8.58
MAPE 136.37 85.5 102.2

A graph is plotted comparing the actual data and the predicted values for the week using the SARIMAX
model. The red points on the graph indicate the maximum predicted values that meet the given condition. A shadow
range is also used for confidence intervals around predicted values (see Fig. 3).

Random Forest model was chosen next. This model is an ensemble of decisions based on decision trees,
which allows to predict the peak load of electricity consumption. The data set was divided into training and test parts,
where the training part contains 80% of the total amount of data. Next, important features (parameters) are selected
for the model, such as 'month’, ‘day_of week’, 'length_of day’, 'Night', ' Winter 'and ' Hour ', which are used to predict
the peak load.
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Forecast for the Week with Marked Maximum Forecasted Values

—— Actual Data
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Fig. 3. Indicators of forecasting peak loads using the SARIMAX model

With the help of the trained model, peak load forecasting was carried out at different time horizons: week,
month and year. The predicted values were compared with real data (Table 2).

Table 2
Accuracy estimates of the Random Forest model
Accuracy score/prediction interval Week Month Year
MAE 0.802 0.835 0.48
RMSE 1.13 1.151 0.766
MAPE 93.87 58.59 50.75

A graph is plotted comparing the actual data and the predicted values for the week using the Random Forest
model (see Fig. 4).

Forecast for the Week with Marked Maximum Values

—— Actual Data
1.0 Forecast
® Maximum Actual Values
® Maximum Forecasted Values
B
0.8 o

\ | | | /
SRVIaY k] 0 j J «H/ M/\\JJ |

0.2

0.0

2019-I01-07 2019-I01-08 2019-'01-09 2019-'01-10 2019-61-11 2019-I01-12 2019-101-13
Fig. 4. Indicators of forecasting peak loads using the Random Forest model

Consider the results of the LSTM model. Input data included information on electricity consumption (' Value
(kwh)") and various factors that may affect it, such as month, day of the week, length of day, time of day, etc. To
improve model performance, the data were normalized to a range of 0 to 1.

After dividing the data into training and test sets, where the latter was selected for testing, an LSTM model
was built. It had one LSTM layer with 50 neurons that helped detect dependencies in time series. The model training
process took five epochs, and each epoch used packets of size 168.

After the training was completed, a prediction was made on the test data set. The resulting predicted values
were transformed back to the original measurement scale. The predicted values were compared with the real data
(Table 3).

Table 3
LSTM model accuracy estimates
Accuracy score/prediction interval Week Month Year
MAE 0.10 0.13 0.29
RMSE 0.13 0.17 0.53
MAPE 25.1 30,12 31.52
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When displaying the graphs, the graph displayed the observed values and the predicted data of electricity
consumption per week using the LSTM model (see Fig. 5).

Forecast for the Week with Marked Maximum Values

0.9 1 — Actual Data
Forecast
® Maximum Actual values
0.8 * ® Maximum Forecasted Values
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0.2 4

Hourly Electricity Consumption (kwh)

T T T T T T T
2019-01-07 2019-01-08 2019-01-09 2019-01-10 2019-01-11 2019-01-12 2019-01-13
Date

Fig. 5. Prediction of peak load indices using models LSTM

Deep recurrent neural networks (RNNSs) include a variety of architectures such as LSTM and GRU (Gated
Recurrent Unit), which are designed to process sequential data. These two architectures have some differences in the
way they work, which makes them effective for different tasks.

Parameters of the GRU model are the following: the number of neurons in GRU layer —50; Activation
function — default (of course sigmoid and tanh for GRU gates); Optimizer — Adam; Loss function — Mean Squared
Error (MSE); Number of learning epochs — 20; Pack size — 168 (manually selected number); Length of incoming
sequence — 24 hours.

The GRU uses two internal blocks - an update block and a transfer block. The update block specifies how
much information will be updated, while the carry block specifies how much information will be passed to the next
step. This allows the GRU to control the information flow in a simpler way.

Predicted values, as in other models, were compared with real data (Table 4).

Table 4
Estimates of the accuracy of the GRU model
Accuracy score/prediction interval Week Month Year
MAE 0.12 0.18 0.30
RMSE 0.15 0.22 0.54
MAPE 32.94 45.50 36.07

A graph is drawn showing the observed values and predicted data of electricity consumption per week using
the GRU model (see Fig. 6).

Forecast for the Week with Marked Maximum Values
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Fig. 6. Prediction of peak load indices using models GRU

20 MDKHAPO/IHUI HAVKOBUI XKYPHAJL .
«KOMIT’IOTEPHI CUCTEMHU TA IHOOPMALIUHI TEXHOJIOI'TI», 2023, Ne 3



INTERNATIONAL SCIENTIFIC JOURNAL
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

ISSN 2710-0766

As a result of the study, a consolidated (table 5) was compiled, encompassing the predictions of peak
electricity consumption generated by all the employed models. Notably, among the models examined, LSTM and
GRU exhibited the highest accuracy in predicting peak load, with a discrepancy margin of just one hour.

Actual and forecasted time of peak electricity consumption indicators

Table 5

Actual

LSTM

GRU

Random Forest

SARIMAX

2019-01-07 08:00:00

2019-01-07 09:00:00

2019-01-07 09:00:00

2019-01-07 19:00:00

2019-01-09 23:00:00

2019-01-08 18:00:00

2019-01-08 19:00:00

2019-01-08 19:00:00

2019-01-09 18:00:00

2019-01-10 23:00:00

2019-01-11 18:00:00

2019-01-11 20:00:00

2019-01-11 19:00:00

2019-01-11 20:00:00

2019-01-11 23:00:00

Conclusions

In this study the different forecasting methodologies, including SARIMAX, Random Forest, LSTM, and
Gated Recurrent Unit, which collectively demonstrated efficacy in forecasting peak electricity consumption, were
studied. Each model exhibited distinct strengths and limitations that warrant careful consideration in selecting an
optimal approach.

Starting with the SARIMAX model, its suitability for long-term peak electricity consumption forecasting
proved limited due to its inability to effectively capture the intricate dynamics and transformations inherent in energy
systems, particularly over extended forecast horizons.

The Random Forest model showcased its versatility by efficiently accommodating the complex dynamics of
electricity data. This model autonomously identified dependencies, nonlinearities, and seasonality within input data
while considering external factors influencing consumption.

Deep neural models, namely LSTM and GRU, emerged as formidable tools for managing trends, seasonality,
and non-linearities within electricity consumption time series. Of particular significance is the remarkable
performance of LSTM and GRU in accurately forecasting long-term peak values.

The SARIMAX model serves as a viable tool for predicting general trends and standard changes in electricity
consumption but lacks optimal performance for long-term peak value forecasting. Random Forest, LSTM, and GRU
models demonstrated their prowess in addressing complex data variations and offering accurate peak electricity
consumption forecasts.

As the result, using the LSTM model the highest forecasting accuracy across all time intervals was achieved.
With M.A.E values of 0.10 kW/h for weekdays, 0.13 kW/hr for weekends, and 0.29 kW/h for holidays, the LSTM
model showcased its robust performance. Additionally, both the LSTM and GRU models exhibited the capacity to
identify all peak electricity consumption instances within a few hours, thus solidifying their role in the task of assessing
the state of energy microgrids. The developed models will serve as integral components in the ongoing evaluation of
energy microgrid conditions, contributing to the enhancement of energy distribution system assessment and
management.
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APPROACHES OF BUILDING A REAL-WORLD OBJECT DETECTOR DATA
SOURCE

In our constantly developing world virtual, augmented, and mixed reality technologies are becoming integral parts of our
daily lives. In the current stage of Information Technology field development, technologies of virtual, augmented and mixed reality
can be seen in almost all areas of human life. Nowadays AR is used in Marketing and Advertising, Education, Medicine, Automotive,
Game Development, Navigation and other areas of our everyday life. Therefore, object detection is a crucial task in computer vision
and Al applications, enabling machines to identify and locate objects within images or video frames. The accuracy and performance
of an object detector heavily rely on the quality and diversity of the training data. This paper is aimed at finding the approaches of
building a real-world object detector data source to be able to create a model for detecting a sport games surfaces using the Action
& Vision App. During this research several structured approaches of building an object detector data source have been built, drawing
inspiration from Apple's Create ML documentation on the topic. Additionally, real-world applications available on both the App Store
and Google Play that leverage object detection technology were showcased and analyzed. In the course of study a dataset of objects
has been collected and then utilized to build a robust detection model, tailored to function seamlessly with Vision and Core ML
frameworks on iOS devices. The trained object detection model, informed by the diverse dataset and robust training process, is
employed to identify and outline tables and rectangles in each frame of the video stream. The model and the proposed approaches
will be further applied to develop the method of object detection in the real world and create a mobile application for sport games
simulation, that would help players to practice their skills out of the training field.

Keywords: object detection, computer vision, Al applications, training data, Create ML, structured data source, real-world
applications, App Store, Google Play.

Omnbra ITABJIOBA, Aunapiit BAILITA, Auapiii KY3bMIH

XMeJNbHUIBKUH HalliOHAIBHUH YHIBEPCUTET

MIIXO/IU 10 MOBYIOBU JKEPEJ TAHUX JUISI BASHAUEHHSI OB’CKTIB Y
PEAJILHOMY CBITI

Ha cy4yacHoMy eTari po3BUTKY Ciepu iH@OPMAaLiViHNX TEXHOIOMH TEXHO/IONT BipTyasbHO, LOMOBHEHOI Ta 3MilLaHOi
PEasIbHOCTI MOXHA 106a4UTH MPaKTUYHO y BCIX CEPaxX XuTTs ogmnHn. CooroqHl AR BUKOPUCTOBYETLCS B MAPKETUHIY Ta PEKIaMI,
OCBIT], MEANLMHI, aBTOMOBINEBYAYBaHHI, po3pobul irop, HaBirayii 1@ HLLMX CRepax HALIOro MOBCIKAEHHOrO XUTTS. TOMy BUSB/IEHHS
OGEKTIB € K/II0HOBUM 3aBAGHHSM Y MPOrpamMax KoMImoTEPHOro 30py Ta LTYYHOIo IHTE/IEKTY, L0 JO3BOJISE MaLLMHaM [AEHTUDIKYBaTH
7a 3HaxoanT1 O6'€EKTU B 300paXerHHsX abo BIAeOKaapax. TOYHICTb | MPOAYKTUBHICTL AETEKTOPa 06 EKTIB 3HAYHOIO MIpOKO 3a/1eKaThb
Bif IKOCTI Ta PI3HOMAHITHOCTI HaBYa/IbHUX AaHNX. L{F CTaTTS CripsMOBaHa Ha roLLyK 1iAXo4i8 40 robyA0BH PeasibHOro [KEPEA AaHNX
AETeKTopa OO 'EKTIB, 1O6 Maty MOX/MBICTb CTBOPUTU MOAE/L A/IS1 BUSB/IEHHS MOBEPXOHL AJ18 CIIOPTUBHUX [rOpP 33 [OMOMOIro
nporpamu Action & Vision. 7ia Yac yboro A0C/IKEHHS 6y/10 CTBOPEHO Ki/IbKa CTPYKTYPOBaHUX IMIAX04IB 4O CTBOPEHHS AXepena
A3HNX AETEKTOPa O0EKTIB, YEPNAroYn HaTXHEHHS 3 JOKyMeHTauli Apple Create ML Ha uto temy. Kpim Toro, 6ysm rpogeMOoHCTPOBaHI
7a [1POaHasI30BaHi peasibHi rporpamu, AOCTyriHi K B App Store, 1ak i B Google Play, sSiKi BUKOPUCTOBYIOTb TEXHOJIONHO BUSIB/IEHHS
OGeKTIB. Y X04i AOCTKEHHS 6Y/10 3i6paHO HabIp AaHuX OOEKTIB, AKMU OTIM BUKOPUCTAHO A1 10GYA0BU HAAIMHOI MOAENI
BUSIBJICHHS], 3AAMTOBaHOI 415 6e340rarHHoi poboTv 3 gpevimopkamm Vision i Core ML Ha npuctposx iOS. HaByeHa MOAE b BUSBIIEHHS
OG'EKTIB, SKa 6A3yETbCS HA PIHOMAHITHUX HAbopax AaHux | HagIiHOMY MPOLEC) HaBYaHHS, BUKOPUCTOBYETLCA A/18 IAEHTUIKaLII Ta
OKPEC/IEHHS TabsnLb | MPSIMOKYTHUKIB Y KOXXHOMY Kadpi BIAeornoToky. Mogesis i 3arporoHoBaHi rnigxoan 6yAyTb Haaasn 3acTocoBaHi
A/151 PO3PO6KU METOLY BUSB/IEHHS OO €KTIB Yy PeasbHOMy CBITI Ta CTBOPEHHS MOOI/IbHOro A0AATKY A/ CUMYJIALi CrIOPTUBHUX rop,
SKMH JOMOMOXKE rPaBLsM BIAIPALIbOBYBATH CBOI HABUYKY 1038 TPEHYBA/IbHIM [10/1EM.

Kto4osi  c/ioBa.; BuUSB/IEHHS OGEKTIB, KOMTIOTEPHM 3ip, nporpamu LUI HasyasneHi AaHi, Create ML, mxepesno
CTPYKTYPOBaHux AaHux, peasbHi riporpamm, App Store, Google Play.

Introduction

Currently, virtual, augmented and mixed reality technologies can be increasingly found in various areas of
human life and even in everyday use. These technologies are already actively used in such fields as education,
medicine, marketing and advertising, automotive industry, and navigation. Therefore, involving these technologies in
application development is a relevant task. Object detection has a crucial part in various applications, from computer
vision to autonomous vehicles. One of the key factors that influence the accuracy and robustness of an object detector
is the quality of the training data. In our previous works we proposed the application of augmented reality for
navigation purposes [1] and for Objects 3D Models visualization using Augmented Reality [2].

In this paper, we will explore several structured ways to build an object detector data source, taking
inspiration from Apple's Create ML documentation on the topic. Additionally, we will showcase real-world
applications available on both the App Store and Google Play that leverage object detection technology.
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Domain analysis

Object detection is a fundamental task within the domain of computer vision and artificial intelligence. It
finds application in various industries and domains, driving innovations and advancements in safety, efficiency, and
user experiences [3-5].

Autonomous Vehicles: In the domain of autonomous vehicles, object detection plays a pivotal role in
enabling self-driving cars to perceive their surroundings and make real-time decisions. The ability to detect
pedestrians, vehicles, traffic signs, and obstacles is critical for ensuring safe and reliable autonomous navigation.

Surveillance and Security: Surveillance systems heavily rely on object detection to monitor and identify
suspicious activities, intruders, or potential threats in real-time. This technology has significant implications in
enhancing security measures in public spaces, airports, and critical infrastructure.

Augmented Reality: Object detection is a core technology in augmented reality (AR) applications. By
recognizing and tracking objects in the real world, AR systems can overlay virtual objects or information seamlessly,
enriching user experiences in gaming, education, and marketing.

Fig. 1. Bananas detection

Medical Imaging: In medical imaging, object detection is utilized to identify and locate anomalies or specific
structures within medical images, assisting in diagnosis and treatment planning. Applications range from detecting
tumors in MRI scans to identifying cells in microscopy images.

E-commerce and Retail: In e-commerce and retail, object detection facilitates various applications such as
visual search, product recommendation, and inventory management. By recognizing objects in images or videos,
retailers can offer personalized shopping experiences and optimize supply chain operations.

Robotics: In robotics, object detection is crucial for enabling robots to interact with their environment and
perform tasks autonomously. From industrial robots identifying objects on assembly lines to service robots navigating
in dynamic environments, object detection enhances the capabilities of robotic systems.
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Fig. 2. Robot detects the objects and works with them

Accessibility: Object detection technologies have also been leveraged to enhance accessibility for individuals
with visual impairments. By identifying and describing objects in real-time, these applications empower users to
navigate their surroundings more effectively.

Understanding the specific domains and applications of object detection helps researchers, developers, and
practitioners tailor their approaches and data collection methods to address the unique challenges and requirements of
each use case. The quality and relevance of the training data are paramount in achieving accurate and efficient object
detection systems across diverse applications.

Analysis of existing solutions and technologies

Object detection technology has found its way into numerous real-world applications, revolutionizing various
industries and enhancing user experiences. Leveraging computer vision and Al algorithms, these applications have
demonstrated the practicality and effectiveness of object detection in addressing real-life challenges. In this section,
we will explore three prominent real-world applications that utilize object detection to provide valuable insights,
improve accessibility, and transform the way we interact with our surroundings.

Application "Google Lens" (Available on Google Play). Google Lens is an innovative application that
leverages object detection to provide users with instant information about the world around them. By simply pointing
the smartphone camera at objects or scenes, Google Lens can identify landmarks, plants, animals, and a wide range
of everyday objects. The app then delivers relevant search results, detailed information, and even language translation
based on the recognized objects. Whether users are exploring a new city, trying to identify a particular species of flora
or fauna, or need to understand foreign language text, Google Lens offers an intuitive and interactive experience. By
incorporating object detection technology, Google Lens has revolutionized how we interact with the environment,
making information readily available at our fingertips.
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Fig. 3. Google lens in Google Play

Application "CamFind" (Available on App Store and Google Play). CamFind is a powerful image recognition
app that utilizes object detection to identify objects captured in photos. Whether it's household items, fashion
accessories, or artworks, CamFind can accurately recognize and classify objects, allowing users to learn more about
them. The app provides detailed information, shopping links, and related content based on the identified objects.
CamFind's seamless integration of object detection technology has bridged the gap between the physical and digital
worlds, enabling users to explore and discover information effortlessly. From identifying unfamiliar objects to finding
similar products online, CamFind exemplifies the practical applications of object detection in everyday life.
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Fig. 4. CamFind in Google Play

g

Application "TapTapSee" (Available on App Store and Google Play). TapTapSee is an exceptional
accessibility application that utilizes object detection to empower visually impaired users. By capturing images
through their smartphone cameras, users can rely on TapTapSee to identify objects and receive auditory descriptions
in real-time. The app is capable of recognizing a wide range of objects, including everyday items, products, and even
scenes. By incorporating object detection, TapTapSee enhances the independence and confidence of visually impaired
individuals, enabling them to navigate their surroundings more effectively. This application exemplifies the
transformative impact of object detection in promoting inclusivity and accessibility.
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Fig. 5. TapTapSee in AppStore

Now let’s compare these three apps by platform availability, functionality and benefits for users.

Application Platform Main Functionality Key Benefit

Google Lens Google Play Instant object Provides detailed information and search results based on
identification recognized objects

CamFind App Store, Image recognition Offers detailed information and shopping links for identified
and object objects
classification

TapTapSee App Store, Object recognition Provides auditory descriptions of objects in real-time to enhance
for visually impaired accessibility for users with visual impairments

Real-world applications using object detection technology have showcased its versatility and significance in
various domains. From the interactive and informative experience offered by "Google Lens" to the seamless shopping
and discovery facilitated by "CamFind," object detection has revolutionized how we interact with the world around
us. Moreover, applications like "TapTapSee" have demonstrated the profound impact of object detection in enhancing
accessibility for visually impaired individuals. As the technology continues to advance, we can expect even more
innovative and transformative applications leveraging object detection to address real-life challenges and improve
user experiences across diverse industries.

Structured Ways of Building an Object Detector Data Source

Object detection models heavily rely on high-quality training data for accurate and reliable performance.
Building a structured object detector data source involves various approaches and techniques to ensure the dataset's
diversity, precision, and scalability. One of the primary methods is hand-annotated datasets, where human experts
meticulously label objects in images. Although this process can be time-consuming, it offers precise annotations,
making it suitable for specialized use cases. To streamline the manual annotation process, developers can utilize tools
like Labelbox, RectLabel, and VoTT.

Another effective strategy for building a robust dataset is leveraging pre-trained datasets such as COCO,
ImageNet, and PASCAL VOC for transfer learning. By starting with pre-trained models and fine-tuning them on
specific datasets, developers can significantly speed up the training process and improve object detection performance.
Create ML, a popular tool in the Apple ecosystem, supports this technique, making it accessible to developers.

Data augmentation techniques also play a crucial role in enhancing the diversity of the dataset. By applying
various transformations like rotation, flipping, scaling, and color changes, developers can create multiple variations
of the original data, thereby improving the detector's generalization and reducing overfitting.

In some cases, real-world data may not be sufficient to cover all possible scenarios. Here, synthetic data
generation comes into play. Developers can create synthetic data using 3D rendering engines or generative models,
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allowing them to control object placements, backgrounds, and lighting conditions. This approach helps address the
limitations of real-world data collection and further augments the dataset's diversity.

To optimize the training dataset and reduce annotation efforts, active learning strategies can be implemented.
Active learning involves selecting the most informative samples for manual annotation, effectively focusing the
annotation efforts where it matters the most. By doing so, developers can achieve higher detection accuracy while
minimizing the annotation workload.

To ensure the dataset remains up-to-date and relevant, it is crucial to follow best practices for maintaining a
structured object detector data source. Regularly updating the dataset based on new scenarios, edge cases, and
emerging trends is vital for adapting the object detector to changing real-world conditions.

In conclusion, building a structured object detector data source involves a combination of various techniques
and strategies. Hand-annotated datasets, transfer learning with pre-trained models, data augmentation, synthetic data
generation, active learning, and semi-supervised learning all contribute to creating a comprehensive and diverse
training dataset. Following best practices for dataset maintenance ensures the object detector remains accurate and
performs effectively in real-world applications.

Creating a model for detecting a sport games surfaces using the Action & Vision App

In the realm of modern technology, the Action & Vision app stands as a remarkable testament to the synergistic
capabilities of Vision and Core ML technologies. By seamlessly integrating these powerful tools, the app ventures
into the intricate world of sports environments, deciphering player movements and interactions with objects with
unprecedented precision.

Central to this innovative endeavor is the development of an app that not only captures sports scenes but also
comprehends them. The app's underlying framework involves the meticulous curation of a diverse image dataset,
meticulously annotated to facilitate the training of a robust model. This pivotal phase is elevated with the assistance

of Roboflow, a specialized service that streamlines data collection and annotation, ensuring the model's accuracy and
efficacy.
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Fig 6. Annotating Images on Roboflow

Once the dataset is curated and annotated via Roboflow, it is transformed into a comprehensive training dataset.
This dataset is then utilized to build a robust detection model, tailored to function seamlessly with Vision and Core
ML frameworks on iOS devices.

The core functionality of the app hinges upon its ability to perform real-time scene analysis and accurately
identify tables and rectangles within the video frames. This is achieved through the intelligent application of
VNCoreMLRequest, a Vision framework component. The trained object detection model, informed by the diverse
dataset and robust training process, is employed to identify and outline tables and rectangles in each frame of the video
stream.
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Fig 7. Generating Model with Create ML

Subsequent to the successful generation of the detection model, the app harnesses the capabilities of Core ML
Preview mode. This feature enables the integration of the model into the application and allows for real-time testing
and validation of the model's performance on sample video frames. This iterative testing process ensures the model's
accuracy and reliability in identifying tables and rectangles across various scenarios.

> () ; oo ; 3 (3]
L Settings Training Evaluation Preview Output
Train More Snapshot Activity

¥ IMG_8926.jpeg

field-on-table-surface

100% confidence

Fig 8. Using Core ML Preview Mode
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Fig 9. Using the model in the iOS app

In essence, the integration of machine learning models via Core ML within the Action & Vision app showcases
the profound impact of Vision and Core ML on advancing object detection capabilities. This marriage of technologies
not only augments the functionality of the app but also serves as a testament to the transformative potential of machine
learning and computer vision in the modern technological landscape.

Experiments and directions of further work

As object detection technology continues to advance, there are several directions for future work to enhance
the capabilities and applications of object detectors. First, exploring more advanced data augmentation techniques and
generative models can further improve dataset diversity and expand the training data pool.

Additionally, the integration of domain adaptation methods can help improve the generalization of object
detectors to new environments and domains. This is particularly relevant in scenarios where the training data may
differ significantly from the test data.

Furthermore, research on active learning strategies tailored specifically for object detection can lead to more
efficient annotation processes and better utilization of limited labeled data.

Lastly, investigating methods to address potential biases in the training data and ensuring the fairness and ethics
of object detection models is essential, especially in applications with high social impact.

By continuously exploring and advancing these areas, object detection models can continue to evolve and
provide valuable insights and solutions in a wide range of real-world applications.

Conclusions

In our constantly developing world virtual, augmented, and mixed reality technologies are becoming integral
parts of our daily lives. The study has highlighted the significance of object detection in the domains of computer
vision and Al, as it empowers machines to identify and locate objects in images or video frames. The accuracy and
performance of object detectors are intricately linked to the quality and diversity of the training data, making the
establishment of a reliable data source a critical endeavor.

Through a systematic exploration of methodologies and insights derived from Apple's Create ML
documentation, this research has successfully constructed structured approaches for building a real-world object
detector data source. Additionally, the paper has shed light on various real-world applications that leverage object
detection technology, available on platforms like the App Store and Google Play. The culmination of this work is the
development of a robust object detection model, tailored to seamlessly integrate with Vision and Core ML frameworks
on i0S devices. This model excels in identifying and outlining tables and rectangles within video streams, particularly
in the context of sports game surfaces. The practical implications of this research extend beyond the academic realm
and pave the way for the creation of a mobile application, the Action & Vision App, which will simulate sports games.
This application holds the potential to revolutionize the way players practice and enhance their skills, extending the
boundaries of traditional training fields.
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AUTOMATED SYSTEM FOR DETERMINING SPEED OF CARS AHEAD

Road accidents and speeding violations are pervasive issues that pose substantial threats to road users on a daily basis. In
an ongoing effort to improve road safety and reduce the frequency of accidents, researchers and engineers have been dedicated to
the development and implementation of new technologies. One such significant innovation is the utilization of speed control systems
based on traffic cameras.

This paper delves into a thorough exploration of the pivotal role and significance of speed control systems on our roadways.
It investigates the operational principles, advantages, and various strategies employed to enhance the efficiency of these systems,
with the ultimate goal of achieving optimal results in speed control and ensuring road safety. Speeding remains a widespread concern
that significantly contributes to road accidents. Such incidents lead to injuries, fatalities, and extensive property damage, underscoring
the urgent need for effective speed control measures. Among the arsenal of solutions available, speed control systems utilizing traffic
cameras have emerged as a prominent and promising approach. These systems function by monitoring and recording the speed of
vehicles at specific locations, which is later used to enforce speed limits and penalize offenders. The advantages of speed control
systems based on traffic cameras are multifaceted. They offer an objective and reliable method for detecting and documenting
speeding violations, eliminating the need for law enforcement personnel to be present at all times. This aspect not only frees up law
enforcement resources but also ensures consistent and unbiased enforcement of speed limits. Additionally, the data collected by these
systems can serve as a valuable resource for traffic management, accident analysis, and road safety research.

Keywords: speed control system, traffic camera, road safety, speeding, road accidents.

Omnbra ITABJIOBA, Axga BIJIIHCBKA, ﬁaniﬁ T'OJIOBATIOK,
Spocnas BIHBKOBCBKUU, enuc MEJIBHUUYK

XMenbHULBKUI HalliOHAILHUIN YHIBEPCUTET

ABTOMATHYHA CUCTEMA BU3HAYEHHA HIBUAKOCTI ABTOMOBIJIB, IO
PYXAIOTBHCA HONIEPENY

LOPOXKHBO-TPaHCIOPTHI MPUroan 1a MOpPYyLLEHHS LBUAKICHOIO PEXUMY € MOLIMPEHUMM POBIEMamu, SKi LOLAHS CTaHOB/ISTE
CepyiosHy 3arposy VIS YHaCHUKIB JOPOXHBOrO PyXy. Y MOCTIMHNX 3YCWIISX LUOAO IMOKDALYEHHS BE3NEKU [OPOXHBEOIO PyXy Ta
3MEHLUEHHS YacTOTV aBapivi JOCTAHMKN Ta IHKEHEPU MPUCBSTUIN cebe pO3POBLi Ta BrIPOBAMKEHHIO HOBUX TEXHONOM . OQHUM i3
TaKuX BaX/MBUX HOBOBBELEHL € BUKOPUCTAHHS CUCTEM KOHTPOJIIO LBUAKOCTI Ha OCHOBI KaMED PYXY.

s cTartTs eTasibHO AOCTIIKYE KITHOHOBY POJib [ 3HAYEHHST CUCTEM KOHTPOJIIO LIBUAKOCTI Ha Halumx 4oporax. BiH JOCTKYE
ApUHUMIN poboTH, NMEPEBary Ta PI3HI CTPAaTerii, O BUKOPHUCTOBYIOTECS A/1 MIABULLEHHST €QEKTUBHOCTI LUX CUCTEM, 3 KIHLIEBOK
METOI0 AOCSIHEHHS ONTUMA/IbHUX PE3Y/ILTATIB ¥ KOHTPOJII LWBMAKOCTI Ta 3a6e3redeHHi 6e3reku JOpoXHboro pyxy. llepesuiyerHs
LIBAAKOCTI 3a/IMIGETHCS LUMPOKO OLUMPEHOIO TPOBIIEMOIO, SIKA 3HAYHOK MIPOIO CrIPUSIE AOPOXKHBO-TPAHCIIOPTHUM ripurogam. Taki
IHYMGEHTN PU3BOAATE O TPAaBM, CMEPTE/IbHUX BUINEAKIB | 3HAYHOI MATEPIA/IbHOI LWKOAM, YO MIGKDECTIOE HaraabHy MoTpeby B
EPEKTUBHIX 3aX0AaX KOHTPOSIIO LBMAKOCTI, CEPES apCerHasy AOCTYITHUX PILIEHb CUCTEMYU KOHTPOJIO LLIBUAKOCTI, SIKi BUKOPUCTOBYIOTE
KaMepu [OPOXHLOIO Pyxy, CTam BUAATHUM | 6aratoobiLsioqsmM migxo[qomM. Lfi cuctemm @yHKUIOHYIOTE LLUJISIXOM MOHITOPUHIY Ta
PEECTPALII LBUAKOCTI TPAHCIIOPTHUX 3aCO6IB Y MEBHUX MICLSIX, LLO 3rO40M BUKOPUCTOBYETLCA A/15 AOTPUMAHHS OOMEKEHD LUIBUAKOCTI
7@ 10KaPaHHs MOpyLHUKIB. [lepeBaru CUCTEM KOHTPO/IIO LUBUAKOCTI Ha OCHOBI BIAEOKaMep baratorparHi. BoHw rpornoHywoTs
OG'eKTUBHMI | HAZIWIHMK METOL BUSBIIEHHS Ta JOKYMEHTYBAHHS MOPYLUEHD LLIBUAKICHOIO PEXVUMY, YCYBatoYu HEOOXIAHICTb MOCTIHOI
TIPUCYTHOCTI IPaBOOXOPOHHNX OpPraHiB. LIesi acrieKT He Tiflbku 3BIIbHSE PECYPCH ITPABOOXOPOHHUX OPraHis, ane ¥ 3abesnedye
10C/TI40BHE Ta HEYITEPEAKEHE AOTPUMAHHS OOMEXEHS LBUAKOCTI. KpiM TOro, AaHi, 3i6pari ummu cuctemMamu, MOXyTb CITYXKUTU LIIHHIM
PECYPCOM 47151 YIIPaB/IiHHS OPOXKHIM PyXOM, aHasizy aBapivi | AOC/IMKEHHS 6e3reku JOPOXKHEOO PyxXy.

KII04oBI C/10Ba: CUCTEMA KOHTPOJIIO LIBUAKOCT], KAMEPa AOPOXHLOro PyXy, 6e3rieka AOPOXHbOro pyxy, MNEPEBULLEHHS
LUBUAKOCTI, AOPOXHI MpUrogn.

Introduction

On the modern roads, where road transport has become an integral part of life, ensuring the safety of all road
users is one of the key tasks for states and bodies responsible for road traffic. Given the growing number of motor
vehicles, it is necessary to constantly develop and implement new technologies that contribute to reducing the risk of
traffic accidents and violations of traffic rules [1].

One of the promising solutions for controlling compliance with the speed limit on roads is the use of traffic
camera systems. These systems, based on advanced technologies, provide effective traffic monitoring and detect
violations such as speeding, which are certainly one of the most common causes of road accidents [2].

A continued focus on road safety is an important task, and effective speed control systems play an important
role in achieving this goal. The use of advanced technologies and systems that allow accurate measurement of the
speed of vehicles reduces the risk of accidents and contributes to the improvement of road discipline.
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Domain analysis

Road speed is an important aspect of road safety, but the lives and safety of thousands of people are put at risk
every day because of the unconscious attitude of some drivers to this aspect. Speeding is one of the most common and
dangerous causes of road accidents, which leads to serious and tragic consequences for road users. [3].

According to the collected statistics (2011 - 2021), at least 25 percent of the total number of deaths and 10
percent of people injured in road accidents are due to speeding incidents. These statistics are detailed in Table 1 [4-
5].

The data from the table were structured and displayed in the form of two diagrams in Figures 1 and 2 [5].
According to the charts presented about the number of people killed and injured in the world from 2011 to 2021 due
to speeding, excessive speed has quite serious consequences. During the last decade, the number of people killed due
to speeding has increased by 23% - from 10,001 people in 2011 to 12,330 people in 2021. In general, during the
studied period, the loss of life due to speeding is approximately 29% of the total number of road accident fatalities,
and the number of injured persons was also 13%. These are very alarming indicators that require immediate attention
and action.

Table 1
Killed and injured people due to speeding in 2011-2021
Year Number Percent Total Number Percent Total
Killed Injured
2011 10 001 31 32479 459 776 21 2 227209
2012 10 329 31 33782 502 846 21 2 369 083
2013 9696 29 32 893 383 137 17 2 318992
2014 9283 28 32744 339 189 14 2342 621
2015 9723 27 35484 348 16 14 2454 778
2016 10 291 27 37 806 376 914 12 3 061 885
2017 9947 27 37473 361 95 13 2 745 268
2018 9579 26 36 835 358 924 13 2 710 059
2019 9592 26 36 355 326 554 12 2740 141
2020 11 258 29 38 824 308 013 13 2282015
2021 12 330 29 42 939 328 946 13 2 497 657
35%
30%
25%
20%
15%
10%
0%
2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021
mKilled ® Injured
Fig. 1. Percentage representation of killed and injured people due to speeding in 2011-2021
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Using the speed control system in a car is a key component of safe road operation and reducing road accidents.
This system helps drivers maintain a safe speed and a safe distance from the vehicle in front by providing timely
warning of dangerous distance, speeding or sudden braking.

Such speed control systems are becoming increasingly popular in the automotive industry as they demonstrate
their effectiveness in preventing accidents and reducing injuries. They help drivers to become more attentive and
responsible road users, and also contribute to the preservation of life and health of everyone on the roads [6]. The
application of speed control systems is an important step towards achieving a safer and more stable road traffic, which
is important for humanity.

600
500
400
300
200

100

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021
Killed ® Injured

Fig.2. Quantitative representation of killed and injured people due to speeding in 2011-2021
Analysis of existing solutions and technologies

Preventing road accidents and ensuring road safety is a priority for every driver. In this regard, within the
framework of the development and improvement of vehicle safety systems, great attention is paid to ready-made
solutions that are available on the market. Modern technological progress offers us a variety of systems that help
monitor compliance with speed limits, record traffic situations and ensure the preservation of video with the prospect
of use as evidence [7].

Overview of the ready-made systems will allow to understand their advantages and make a significant
contribution to improving road safety and reducing the risk of road accidents:

1. State speeding video recording system

State speeding video recording systems, located on roads and highways, work on the basis of special cameras
and sensors that record the movement of vehicles. Cameras can be placed on stationary posts or mobile devices. When
a vehicle exceeds the set speed, the system automatically registers its license plate and time, and then generates a
special ticket, which is sent to the owner of the vehicle by mail or email. The owner of the vehicle receives a
notification of the violation and instructions to pay the fine. These systems help monitor compliance with speed limits
on roads and ensure the safety of road users [8].

2. Dashcam - an application for recording traffic violations

Dashcam is an application that provides video from the car camera recording and stores it in the cloud. The
application allows you to view recorded videos, download them to your computer or phone, and share them with
others. To use Dashcam, you must first install the app on your phone or tablet. After installation, you need to create
an account and connect the car camera to the application. After that, you can start recording the video. Dashcam allows
you to record videos in Full HD (1080p) or HD (720p) quality. The app also allows you to adjust recording parameters
such as video duration, resolution, and frame rate [9].

3. Speedometer Pro

Speedometer Pro is a mobile application that provides car speed tracking. The app is available for iOS and
Android devices and displays the current speed, maximum speed, average speed, distance traveled and driving time.
It is possible to view the history of tracking your own speed over a certain period of time [10].

After researching the available driver assistance systems and conducting the analysis, we can proceed to an
in-depth comparison of these solutions. This process will allow us to uncover the unique characteristics of such
systems, identify key benefits, and consider potential limitations. A comparison of the characteristics of the considered
systems is presented in Table 2.
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Table 2
Comparison of already existing solutions for speeding control
Characteristic State speeding video recording systems Dashcam Speedometer PRO

Principle of the Video recording of traffic violations using | Video recording of traffic violations . .

- - . : . Tracking car speed using GPS
operation cameras installed on the roads using cameras installed in the car

- . . . . Available for both - iOS and Available for both - iOS and
Accessibility Available in all regions of Ukraine Android-based devices Android-based devices

Tracking speeding, recording traffic
violations, photographing traffic Speed tracking, speeding capture
violations, video recording

Tracking speeding, recording traffic

Functionality violations, photographing traffic violations

Resource consumption [ High Medium Low
Video quality resolution up to 720p, frame rate up to 30 | resolution up to 1080p, frame rate up Information is unavailable
fps to 30 fps
Resource management [ Automatic Manual Automatic
High accuracy, the possibility of
. - i bringing violators to justice, the . -
Advantages H_|gh accuracy, _the possibility of bringing possibility of recording violations of High accuracy, the ability to control
violators to justice - the speed of the car
traffic rules on roads where there are
no cameras
. . . . . Impossibility of traffic rules
Disadvantages The cost of cameras installing The cost of cameras installing violations recording
. . A successful system that helps make A successful system that helps make |A successful system that helps
General impression e o .
Ukrainian roads safer Ukrainian roads safer drivers to control the car speed

Based on the comparison of existing systems, the authors propose to develop their own device, which will
combine various functions from these systems, to increase safety and comfort on the road. Combining the features of
existing driver assistance systems, our device will determine the speed of the vehicle in which the system is located,
determine the speed of the vehicle ahead, collect information about cars violating traffic rules and take specific
measures to punish offenders and keep other drivers on the road safe.

The operation of automated system for determining speed of cars ahead

The system for determining the speed of the car in front can work as a separate link or as part of another
system. As a separate component of the system, it increases vehicle safety by providing the driver with information
about the speed of vehicles moving in front of him. This information helps the driver to respond in time to changes in
the speed of other cars and ensures safer driving.

The system works according to the following algorithm: when the car engine is turned on, this system is
turned on together with it. The first step is to find the cars ahead. At this stage, cars are recognized using the Gaar
classifier method. The search is conducted until at least one vehicle is found. When a car is found, the system
determines its coordinates and assigns an index (serial number) to it. For a given car, the distance traveled in a certain
period of time is calculated and, based on this, its speed is calculated.

The next step is to track the detected car and its speed. This stage works while he is in the camera’s field of
view. If the car begins to brake and is at a short distance from the car in which the system is installed, the user will be
notified of this by a special sound signal played from the speaker. This will focus the driver's attention on the situation
on the road and give additional time to prevent a possible accident.

Also, when following a car, it may happen that it exceeds the permitted speed. In this case, the system will
collect data about the violator and save it in the storage. At the same time, the user will have the opportunity to inform
the law enforcement authorities about this event.

Every time the system identifies a new car, this algorithm is restarted. It is also provided for the simultaneous
operation of the algorithm when recognizing more than one car.

The graphic representation of the abovementioned algorithm is presented in Figure 3.

For a detailed introduction to the operation of the car speed detection system, a parametric diagram was
created (Figure 4). After recognizing the car in front, with the help of a cascade classifier, the coordinates of the car
in the image are determined [11]. An integral step will be to determine the Y coordinate of the center of the car, to
compare with the Y coordinates of lines A and B to determine the speed of the car. You also need to determine the
time of crossing lines A and B, which will help determine the time the car travels the distance between them. The
speed of the car will be calculated using the determined parameter of the distance between the lines and the passing
time.

Experiments and directions of further work
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During the development of the speed detection subsystem, it was decided to conduct testing on video
footage from a traffic camera.

During the experiments, it was found that for a more accurate measurement of the speed, it is necessary to
reduce the resolution of the video stream. This will reduce the load on the microcontroller and allow more accurate

determination of the car's position.

<
<
Yy

A

Detection of vehicles ahead

If the vehicle
1s detected

Determination of the
coordinates of the detected
vehicle

v

Assignment of an index to
the detected vehicle

v

Calculation of velocity based
on the distance traveled and
time elapsed.

If a hazardous
situation is detected

Y

No
User notification through an

auditory signal

f a speed violation
is detected

Y

Recording data about the
offender (vehicle number)

Y

The user is provided with the
option to submit an
anonymous report

Fig.3. Graphic representation of the algorithm of the automated system for determining the speed of cars moving ahead
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The test results are shown in Figures 5 and 6. They show the operation of the system, namely:

- display found cars;

- current state of the system ("Calculating™);

- the position of two lines for measuring the time during which the car traveled the distance between them,
on the basis of which the speed is measured,;

- display of line B in green when a car crosses it;

- speed of the car when crossing line B.

par [Block] Vehicle position determination )

Coordinates of the vehicle in the image

W h X v
(11 1 [

"equal”

"equal”

Determination of the Y-coordinate
of the vehicle's center
carCenter = ((y Ty ~h)/2)

Determination of variable parameters

¥ carCenter distance: the length between
lines A and B

"equal”

capture: "Velocity determination”
Speed = (distance® 3600) / (time * 1000)

/slalrtTime: "The time of crossing line A"
startTime = time.time()

elapsedTime: "The time taken to traverse
the distance"
elapsedTime = currentTime - startTime

distance Speed

startTime startTime elapsedTime time

"equal”

\

currentTime

currentTime: "The time of intersection
with line B. The current time"
currentTime = time.time()

currentTime

Fig.4. Parametric diagram of car speed determining

To develop a vehicle speed detection device, the first step is to research the necessary functionality and
requirements that are important for such a device. One of the important aspects of device development is ensuring
high accuracy of speed determination. Accuracy in such a device is a critical factor, as inaccurate speed information
can lead to dangerous situations on the road or false alerts to law enforcement.

To develop a vehicle speed detection device, the first step is to research the necessary functionality and
requirements that are important for such a device. One of the important aspects of device development is ensuring
high accuracy of speed determination. Accuracy in such a device is a critical factor, as inaccurate speed information
can lead to dangerous situations on the road or false alerts to law enforcement.
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Fig.5. Cars recognition in a video frame

MDKHAPO/IHUI HAYKOBUI XKYPHAJL . 37
«KOMITI’KOTEPHI CUCTEMMUM TA ITH®OPMAIIWHI TEXHOJIOT TI», 2023, Ne 3



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

// /) \ | 3 -

Fig.6. Crossing line B by car

As a result, certain requirements for the further development of the device were formed based on the main
factors mentioned above:

1) increase in accuracy - research of new methods of speed measurement;

2) integration with other safety systems - compatibility of the device with other safety systems, such as
stability control, automatic emergency braking, etc.;

3) data analysis and forecasting - using data analysis and Al to track various driver behaviors, assess risks
and improve systems;

4) cooperation with law enforcement agencies - enabling the user to send information about violators of
traffic rules to law enforcement agencies, which can potentially reduce the number of violators on the roads;

5) anonymity - ensuring the anonymity of the user when sending a message about an offense.

Conclusions

Considering the statistics of the number of people killed and injured on the world's roads from 2011 to 2021,
related to speeding, it is clear that excessive speed is a serious problem and affects the safety of road users. Over the
past ten years, due to the increase in road traffic, the number of victims and victims of speeding accidents has remained
high.

After analyzing the ready-made solutions, such as the state video recording system of speeding, Dashcam,
Speedometer PRO, the disadvantages and advantages of these systems were taken into account and the work of the
own system for determining the speed of the car in front was developed, which will combine various functions from
these systems to increase the safety and comfort on the road. Combining the features of existing driver assistance
systems, our device will determine the speed of the vehicle in which the system is located, the speed of the vehicle in
front, collect information about cars violating traffic rules and will allow the user to send information to law
enforcement agencies for the safety of other drivers on the road.

Taking into account the negative impact of speeding on road safety, it is important to actively promote the
introduction of speed control systems in cars. These systems allow the car to determine the optimal speed and safe
distance to the vehicle in front, as well as provide the driver with appropriate warnings of dangerous situations, such
as speeding by the vehicle in front or sudden braking.

Implementation of speed control systems is a mandatory measure to improve road safety and reduce the number
of traffic accidents related to non-observance of speed limits. Such technologies will help reduce the number of victims
and injured on the roads, save the lives and health of road users and make the roads safer for everyone. Therefore, the
use of a speed control system in cars is an important step in improving road safety.
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ALGORITHM AND SOFTWARE TO ASSESSS THE COMPLIANCE OF BUSINESS
PROCESS MODELS WITH THEIR TEXTUAL DESCRIPTIONS

This paper is devoted to solve the problem of analyzing the compliance of business process models with their textual
descriptions. The problem being business process models describe re-designed or completely new organizational activities, but
"wrong” models that do not reflect correctly business process requirements may mislead involved business process participants and
other stakeholders, and cause workflow errors followed by extra costs. Therefore, the research goal is to ensure the correctness of
business process models by analyzing their compliance with textual descriptions formulated by business process owners or business
analysts. In the work, a review of existing tools for modeling and analysis of business processes is outlined, as well as the main
technologies of natural language processing are considered, including tokenization, search for stop words, and stemming. These
technologies are proposed to be used to analyze the compliance of business process models with their textual descriptions. An
approach to solving the problem of analyzing the compliance of business process models with their textual descriptions, using the
selected natural language processing tools is proposed and the respective algorithm is developed. The process of analyzing the
compliance of business process models with their textual descriptions is formalized using data flow modeling. The corresponding
software that implements this process is developed. Sample calculations are demonstrated that confirm the performance of the
proposed approach by analyzing the model of the goods dispatch business process and the corresponding textual description of this
business process. Finally, conclusions are given and the directions for further work are determined.

In the future, it is necessary to elaborate the software that will help business users analyze the compliance of BPMN models
with textual descriptions of depicted workflows, as well as to elaborate the developed algorithm by using advanced artificial intelligence
methods, e.g. neural networks, trained on the collection of real business process models.

Keywords: business process model analysis, business process model compliance with textual description, natural language
processing, analysis of activity text labels.

Onexcangap PYJICBKUM, Aumpiit KOIIII

HauionansHuii TeXHIYHHN yHIBEPCUTET « XapKiBCHKHI MOMITEXHIYHUNA IHCTHTYT»

AJI'OPUTM TA ITPOI'PAMHE 3ABE3IIEYEHHA V1A OHIHIOBAHHA
BIAIMOBIIHOCTI MOAEJIEN BIBHEC-ITPOLECIB IX TEKCTOBUM OIIMCAM

JaHa poboTa rpucBaYEHa BUPILLIERHIO IPOBIEMN aHa/li3y BIAMOBIAHOCTI MOAENEN GI3HEC-MPOLIECIB iX TEKCTOBUM OIUCAM.
[lpobrniema ronsirac B ToMy, 1O MOAEN GI3HEC-TPOLECIB OMUCYIOTh EPENPOEKTOBAaHI abo abCosloTHO HOBI rpouyecy Aisi/iIbHOCTI
opraHizauii, ane "Herpasu/ibHI" MOAEN, SIKI HEKODEKTHO BIAOOPAXaroTs BUMOI [0 MPOLECIB, MOXYTL BBOAUTU B OMAHY y4acHUKIB
OI3HEC-NPOLIECIB Ta IHLLMX 3aLIIKAB/IEHUX CTOPIH, & TAKOX CIIPUYUHSITU [TOMUTIKU B XO4I BUKOHaHHS GI3HEC-NPOLIECIB, 1O MPU3BOAATE
Z0 A0AaTKOBUX BUTPAT. TOMY METOK AOCTIKEHHS € 330E3MeYeHHs] KOPEKTHOCTI MOJENEN GI3HEC-TPOLIECIB LL/ISXOM aHasizy ix
BIAMOBIAHOCTI TEKCTOBUM OfMcaM, CQOPMY/IbOBaHUM BIACHUKaMN GI3HEC-NPOLIECB abo BI3HEC-aHaliTukamu. Y poboTi 34IMCHEHO
Or715 ICHYHOYMX [HCTPYMEHTIB MOAE/TIOBAHHS Ta aHa/li3y BI3HEC-MPOLIECIB, @ TAKOX PO3I/ISIHYTO OCHOBHI TEXHOJIONT 06pO6KY rpupoaHoI
MOBM, Cepes SIKux TOKeHI3alis, rolWyK CTOM-C/1iB Ta CTEMMIHI. L{i TEXHOJIOr IpOroOHYETLCS BUKOPUCTOBYBATU [A/18 aHa/3y
BIANOBIAHOCTI Mogeses Gi3HEC-MPOLIECiB iX TEKCTOBUM OfvcaM. 3arporioHOBaHO TiAXIA A0 PO3B'S3aHHS 3a4a4l aHasizy BiAMoBIAHOCTI
Mogenes GI3HEC-NPOLIECIB IX TEKCTOBUM OMMCaM 3 BUKOPUCTAHHAM O6PaHuX 3aco6iB8 06PO6KU rpupoaHOi MOBU Ta pPO3pPO6/IEHO
BIAMOBIAHMY a/iropuTM. DOPMAasI30BaHO MPOLIEC aHA/I3Y BiArNOBIAHOCTI MOAEIEH BI3HEC-MPOLIECIB iX TEKCTOBMM OrMCaMm 3a JOIMOMOIo0
MOAESIOBAHHS [OTOKIB AaHNX Ta PO3POGIIEHO BIANOBIAHE MPOrpamMHe 3a6€3reYeHHs], SKe peanizye e npoyec. [poseMOHCTPOBAHO
TIPUKAEAN PO3PAXYHKIB, SKI MIATBEDAKYIOTH MPALE3AATHICTL 3arPOOHOBAHOIo MIAX04Y Ha NpyKIagi aHa sy Mogesi 6i3Hec-rpoLlecy
AOCTaBKv NpoAyKUii 1@ BIAMNOBIAHOrO TEKCTOBOIo Onvcy AaHoro bi3Hec-ripoyecy. Ha 3aBepLIeHHS 3p06/1eHO BUCHOBKU Ta BU3HAYEHO
HarnpsamMkv rogasibLLInx OC/IIKEHb.

Y MaibyTHbOMY HEOBXIAHO pPO3POBUTH TPOrPaMHE 336E3reYeHHs], SKE HOMOMOXE 6I3HEC-KOPUCTYBa4YaM AaHaslizyBatv
BIANOBIAHICTE BPMN-MOAENEN TEKCTOBUM OMMCaM 306paeHmnx poboYMx MpoLEciB, a TaKoX AOONpPAaLoBaTH PO3POBTIEHM allropuTM
33 [OIOMOror Cy4acHux METOAIB LTYYHOIo IHTEIEKTY, HANPUKIAL, HEMPOHHNX MEDEX, HABYEHUX HA KOJIEKLIT peasibHux MoAENeH
bi3Hec-rpoLecis.

Kito4oBi crioBa. aHasiz Mogenesi Gi3HeC-rpoLeciB, BiAMOBIAHICTL MOAENI GI3HEC-NPOLIECIB TEKCTOBOMY OMMUCY, 06PObKa
TIPUPOLAHOI MOBY, aHA/1I3 TEKCTOBUX MITOK it

Introduction

Business process models have proven themselves to be effective tools for the visualization and improvement
of complex organizational operations. Business process models are used to find inefficient places in the described
business processes and to eliminate the identified shortcomings by automation with the help of customizable software
solutions or unified software environments for the execution of business processes [1].

BPM (Business Process Management) is the concept of managing an organization at the level of processes,
which are considered as a business resource that is constantly changing and adapting to changes within and in the
environment. The main principles of this concept are transparency and comprehensibility of business processes. To
achieve this goal, process modeling is resorted to using notations of a certain stable standard. The most common
standard of such notation is BPMN 2.0 (Business Process Model and Notation) [2]. The notation defines a constant
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list of elements that are used to build diagrams — models of business processes. Such models, as a rule, include a set
of actions and events.

However, the creation of business process models is a time-consuming task that requires significant human
resources, so there may be situations in which the business process model does not correspond to the textual
description of the business process it is supposed to represent. This can lead to errors in the execution of the business
process, loss of time, and, accordingly, unforeseen monetary costs.

Thus, the task of analyzing the compliance of business process models with their textual descriptions is
relevant [1] and requires the usage of computational intelligence methods and techniques to estimate the
correspondence of BPMN models to workflow descriptions, and assume business process models’ correctness and
adequacy.

Review of existing business process modeling and analysis solutions

The firstamong the considered tools is Bonita BPM. Bonita BPM is a business process management software.
This software that should be installed on the computer of an analyst or developer. With the help of this tool, users can
edit BPMN diagrams, create data models, download user manuals, and design forms [3].

Next among the analogs is another application — Signavio. Signavio Process Manager is a web-based solution
for design, analysis, and documenting (modeling) of business processes. This solution allows to create process models
as the flowcharts directly in the browser, link any document with a business processes (work procedures, regulations,
instructions for the provision of services, etc.), document decisions within processes in a graphical form, export
processes in various formats (“png”, “svg”, “pdf”, “xml” for BPMN 2.0) [4].

Another alternative is ProcessMaker, which is the software for business process management. It allows users
to effectively model their business processes. The software is fully accessible over the Internet and accessible through
any web browser, simplifying the management and coordination of business processes throughout the organization
[5].

Bizagi is the software for building business process maps and models in BPMN notation. It allows users to
create, interpret, and optimize workflow diagrams using BPMN notation, and publish business process documentation
in Word, PDF, Excel, and Wiki formats [6].

As for the brief conclusion on the considered business process modeling and analysis tools, we can formulate
the following:

1) all of the considered software tools are relatively easy to use and require only the knowledge of BPMN
notation without special training in information technologies;

2) Signavio Process Manager and ProcessMaker are web-based tools, so users do not need to download and
install the application;

3) Bonita BPM and Bizagi are less convenient since users have to install the software on their workstations;

4) none of these most well-known and widely-used software tools for business process modeling and analysis
allow checking the compliance of BPMN models with the initial descriptions of depicted business processes.

After the analysis of the existing software tools, it can be concluded that all applications greatly simplify the
process of building business process models, but these applications do not provide an opportunity to analyze the
models for errors. First of all, they do not have the opportunity to compare business process models with their textual
descriptions, which can lead to errors in the execution of the business process, loss of time, and significant financial
costs when implementing models that are inadequate to the subject area.

Suggested natural language processing techniques

In order to analyze the compliance of business process models with their textual descriptions, it is suggested
to apply the following NLP (Natural Language Processing) technologies, briefly described in Fig. 1:

1) tokenization;

2) search for stop words;

3) stemming.
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Natural Language Processing

y

Tokenization Stop Words Stemming
Breaks unstructured Stop words do not Reducing a word
data and text into add much meaning to to its base by
chunks of information the sentence and can dropping ending or
treated as discrete be safely ignored suffixes
elements

Fig. 1. Considered NLP techniques

Tokenization is the first step in any NLP process. The tokenizer breaks unstructured data and text written in
natural language into blocks of information that can be treated as discrete elements. It allows to convert an unstructured
string (a text document) into a numerical data structure suitable for machine learning. Tokenization can be used
directly as a separate operation or in the process of machine learning as a step followed by more complex actions [7].

Tokenization can be performed for a word, a symbol, or a part of a word [8]:

1) word tokenization is the most commonly used tokenization algorithm, which breaks a piece of text into
separate words, taking into account a certain separator; depending on the separators, a variety of word-level markers
are formed [8];

2) character tokenization breaks a part of the text into a set of characters [8];

3) tokenization of subwords breaks a text fragment into subwords (or n-gram symbols); for example, such
words as “lower” can be segmented as “low-er”, “smartest” as “smart-est” and so on [8].

Once the text is tokenized, it is often clear that not all words carry the same amount of information, if any.
Common words that carry little meaningful information are called stop words. Stop words are words in any language
that do not add significant meaning to a sentence. We should ignore them without sacrificing the meaning of the
sentence. These are some of the most common, short function words such as “the”, “is”, “at”, “which” and “on”. In
this case, stop words can cause problems when searching for phrases that include them [9].

If there is a task of text classification or tonality analysis, stop words should be removed because they do not
provide any information to the model. That is, to exclude unwanted words from the corpus. But if there is language
translation, then stop words should be left, since they should be translated together with other words [9].

Stemming is one of the most common data preprocessing operations performed in almost all NLP projects.
Stemming is the process of reducing a word to its base by dropping auxiliary parts such as endings or suffixes. The
results of stemming are sometimes very similar to determining the root of a word, but its algorithms are based on
different principles. Therefore, the word after processing by the stemming algorithm may differ from the
morphological root of the word [10].

There are several variants of stemming algorithms, which differ in their accuracy and performance:

1) search by a table — this algorithm uses a principle of searching by a table in which all possible variants of
words and their forms after stemming are collected [10];

2) cutting off endings and suffixes — these algorithms are based on the rules according to which a word can
be shortened [10];

3) lemmatization is a more complex approach based on determining the base of the word through
lemmatization; the first step of this algorithm is the determination of parts of speech (POS) in a sentence, i.e. “POS
tagging”, in the second step, stemming rules are applied to the word according to the part of speech [10];

4) stochastic algorithms — these algorithms are based on the probability of determining the basis of a
word [10];

5) hybrid approach — when building a hybrid stemming algorithm, a combination of the above algorithms
can be used; for example, the algorithm can use the method of cutting off endings and suffixes, but at the first stage
perform a table search [10];

6) matching search — these algorithms use a knowledge base that contains only the bases of words, that is,
this knowledge base consists of those words into which ordinary words are transformed after stemming [10].

Object, subject, and methods of research

Existing software tools provide for the construction of business process models but do not provide an
opportunity to analyze these models from the point of view of their adequacy to real business processes, namely, to
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compare business process models with their textual description. Therefore, the development of an approach to the
analysis of the compliance of business process models with their textual descriptions is relevant.

The research object is the process of analyzing the compliance of business process models with their textual
descriptions. The research subject is an algorithm for analyzing the compliance of business process models with their
textual descriptions. The research purpose is to ensure the adequacy of business process models by analyzing their
compliance with textual descriptions.

Thus, it is necessary to form the text T; from all names of elements of type “task” and related elements of
actions. The following algorithm that can be used for this task is represented by the UML activity diagram in Fig. 2.

®
v

Extract the next word from the BPMN model I -

v

[Check if the word belongs to activty Iabels] No

Yes Yes

(Append the word to text Tl]

v

{Check if there are words left in the BPMN modeﬂ

No

Text T1 is ready

Fig. 2. Algorithm for generating text from task names of the business process model

The algorithm and respective software should extract from the BPMN file all the names of elements of type
“task” and related elements of actions:

1) “Service Task” is a task that uses some service, which can be a web service or an automated application
[11];

2) “Send Task” is a simple task designed to send a message to an external participant. As soon as the message
is sent, the task is completed [11];

3) “Receive Task™ is a simple task designed to wait for receiving a message from an external user [11];

4) “User Task” is a typical task of a business process in which a human executor performs a task with the
help of a software application and is scheduled through some task list manager [11];

5) “Manual Task” is a task that is supposed to be performed without the help of any business process
execution mechanism or any program [11];

6) “Business Rule Task” is a task that provides a mechanical process to provide input data for the business
rule mechanism and obtain the output data of calculations that the business rule mechanism can provide [11];

7) “Script Task” is a task that is executed by the business process engine. When the task is ready to run, the
engine will execute the script. After completing the script, the task will also be executed [11].

Along with the BPMN file of the business process model, the input is also a textual description T, of the
business process, which this model should represent.

Thus, to solve the problem of analyzing the compliance of business process models with their text
descriptions using the received texts T; and T, the following actions must be performed:

1) split the input texts T; and T, into separate words (tokenize) and obtain the corresponding multisets of

words:
Wy,my) = {(til:m1(ti1)),ti1 EW AL = 1,_”}, M
_ 1
Wy, m,) = {(tjz,mz(tjz)),t-z EW,Aj=1, q},
where:
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— W; is the set of words obtained as a result of the tokenization of text T;;
— W, is a set of words obtained as a result of the tokenization of text T,;

—t} € Wy, i =1,n —word obtained as a result of tokenization of text T ;
—t? € W,, j = 1,q —word obtained as a result of tokenization of text T;

—m, (t}) — mapping m,: W, — Z*, which for each word t! € W, i = 1,n sets the number of its repetitions
in the text Ty ;

—my(t?) — mapping my: W, — Z*, which for each word t? € W,, j = 1, q sets the number of its repetitions
in the text T,;

—n is the number of words obtained as a result of the tokenization of text T;;

— q is the number of words obtained as a result of the tokenization of text T5;

2) remove stop words from sets W, and W, to obtain sets of only meaningful terms related to the subject area
of the business process:

stop: {Wk, k= H} - {Wk’, k= ﬁ}, 2
where:

— Wy, k = 1,7 is the set of words obtained as a result of tokenization of the source text, which also contains
stop words;

— Wy, k = 1,r — set of words obtained as a result of tokenization of the source text, from which stop words
are removed,;

— stop is a mapping that, for each set W, k = 1,7, which contains stop words, matches the set W;, k = 1,7,
which does not contain stop words;

—r is the number of sets of words processed, r = 2;

3) perform stemming of words in sets W} and W,, remaining after removing stop words:

stemm: {W,é, k= H} - {W”, k= H} 3)
where:

— W}, k = 1,7 is the set of words obtained as a result of stemming the words remaining after the removal of
stop words;

— stemm is a mapping which, for each set W}, k = 1,r, from which the stop words are removed, matches
the set W,’, k = 1, r in which words remained after the removal of the stop words, are shortened to the base.

Thus, as a result of the previous actions (1) — (3), two sets of words W,’ and W," will be obtained:

Wy, wy e (Wi k =1,r}, @)
where:

— W/ is the set of words obtained after the processing steps (1) — (3) are completed for the text T; built using
all names of elements of type “task’ and related elements of BPMN business process model actions;

— W' is a set of words obtained after the processing steps (1) — (3) are completed for the textual description
T, of the business process, which the BPMN model should represent.

The similarity of these two sets of words W} and W,' (4) can be calculated using one of the distance metrics
[12]. The Jacquard coefficient is suggested for use in the problem-solving algorithm because it gives an accurate
estimate in the range between 0 and 1, and at the same time is simple to implement.

Hence, the obtained value of the Jaccard coefficient [12] can be interpreted as the degree of compliance of
the business process model with its textual description:

— lwi' owy'|
K = T Twg -y ong T ©)

Thus, the paper elaborates the following algorithm, earlier proposed by authors in [13], for solving the task
of analyzing the compliance of business process models with their textual descriptions, represented by the UML
activity diagram in Fig. 3.

Since the Jaccard similarity coefficient [12] produces values in the 0 — 1 range, it is proposed to measure the
degree of correspondence of BPMN workflow diagrams to the initial textual descriptions of ongoing or planned
business processes. For this purpose, we suggest using the psychophysical Harrington’s scale of quality [14]:

1) 0.00 — 0.20 for the “very bad” compliance;

2) 0.21 — 0.37 for the “bad” compliance;

3) 0.38 — 0.63 for the “satisfactory” compliance;

4) 0.64 — 0.80 for the “good” compliance;

5) 0.81 — 1.00 for the “very good” compliance.
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Fig. 3. Algorithm for solving the problem of analyzing the compliance of business process models with their textual descriptions

Calculate the similarity of two sets W1 and WZJ

Results and discussion

In the process of analyzing the compliance of business process models with their text descriptions, the BPMN
file of the model and the corresponding text description of the real business process are used. Compliance check is
carried out on the basis of the developed algorithm. Future software based on the proposed algorithm should generate
a report based on the verification result. It is intended that the software will be used by both registered and non-
registered users. The software requirements were earlier formulated by authors in [15].

Using the DFD (Data Flow Diagram) modeling method, a context diagram of the process of business process
models compliance analysis with their textual descriptions is designed, which is shown in Fig. 4.

- ™
Text description Result
> ; report
User Analyze the compliance of - User
BPMN model business process models
P with their textual descriptions
\. J
BPMN Text Calculation
model data destj:rltptlon result
data

Software tool

Fig. 4. Process context diagram

This diagram (Fig. 4) shows inputs and an output, the software tool implementing the algorithm given in Fig.
3, and involved participants (users) that analyze the compliance of business process models with their textual
descriptions.

A decomposition diagram of the process of analyzing the compliance of business process models with their
textual descriptions is designed, which is shown in Fig. 5.
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Fig. 5. Process decomposition diagram

This diagram (Fig. 5) shows the activities of BPMN models and text descriptions uploading, analysis of the
compliance of business process models with their textual descriptions using the proposed algorithm (Fig. 3), and report
generation with the provided evaluation and recommendations.

Let us consider the sample business process model of the goods dispatch process that happens in a small
hardware store (Fig. 6) [16].

)

Insure parcel
— \

SR

Logistics

If insurance
necessary
always

Write package
label

Q|

Q

=
o
3 o |
58 =
el %
8 5
ST § ) )
‘g_ 5| @ Clarify Get 3 offers Select logistic
[0} 'EiL shipment from logistic company and
8 f ) method companies place order

o Ship goods f

(&) Special \

sandling?

Prepare for
picking up
goods

=

Package goods

Warehouse

Shipment
prepared

Fig. 7. Goods dispatch BPMN business process model

According to [16], this business process model represents the process described using the following text: “If
goods shall be shipped, the secretary clarifies who will do the shipping. If you have large amounts, special shipping
will be necessary. In these cases, the secretary invites three logistic companies to make offers and she selects one of
them. In case of small amounts, normal post shipment is used. Therefore, a package label is written by the secretary
and a parcel insurance taken by the logistics department head if necessary. In the meantime, the goods can be already
packaged by the warehousemen. If everything is ready, the packaged goods are prepared for being picked up by the
logistic company.”
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Let us use Python and NLTK (Natural Language Toolkit) [17] to implement the proposed approach and
verify its efficiency. Input texts T, and T, are given in Fig. 8.

from nltk.tokenize import word tokenize
from nltk.corpus import stopwords
from nltk.stem.porter import PorterStemmer

T2 = 'If goods shall be shipped, the secretary clarifies who will do the shipping. If you have large amounts, special shipping w:
print('\nT2:', T2)

bpmn_activities = ['Clarify shipment method', 'Package goods', 'Get 3 offers from logistic companies', 'Insure parcel’, 'Write p:
print('\nBPMN activities:', bpmn_activities)

T2: If goods shall be shipped, the secretary clarifies who will do the shipping. If you have large amounts, special shipping wi
11 be necessary. In these cases the secretary invites three logistic companies to make offers and she selects one of them. In c
ase of small amounts, normal post shipment is used. Therefore a package label is written by the secretary and a parcel insuranc
e taken by the logistics department head if necessary. In the meantime the goods can be already packaged by the warehousemen. I
f everything is ready, the packaged goods are prepared for being picked up by the logistic company.

BPMN activities: ['Clarify shipment method', 'Package goods', 'Get 3 offers from logistic companies’, 'Insure parcel’, 'Write p
ackage label', "Select logistic company and place order', 'Prepare for picking up goods']

T1 = ' '.join(bpmn_activities).strip()
print('\nT2:', T1)

T2: Clarify shipment method Package goods Get 3 offers from logistic companies Insure parcel Write package label Select logisti
¢ company and place order Prepare for picking up goods

Fig. 8. Input texts declared in the Python notebook

Fig. 9 demonstrates steps of the proposed algorithm (Fig. 3) sequentially applied to input texts T; and T, and
obtained sets of words W,’ and W, as the result.

stop_words = set(stopwords.words('english'))
porter = PorterStemmer()

= word_tokenize(T1)

= [word.lower() for word in Wi]

Wl = [word for word in W1 if word.isalpha()]
= [word for word in W1 if not word in stop words]
= [porter.stem(word) for word in W1]

Wl = list(dict.fromkeys(w1))

print(’'\nwWl:", Wi)

Wi: ['clarifi’, "shipment', 'method’, 'packag', 'good', 'get', 'offer', 'logist', 'compani', "insur', ‘parcel’, ‘write', 'labe
1", 'select', 'place’, ‘'order', 'prepar', 'pick’]

W2 = word_tokenize(T2)

W2 = [word.lower() for word in W2]

W2 = [word for word in W2 if word.isalpha()]

W2 = [word for word in W2 if not word in stop_words]
W2 = [porter.stem(word) for word in W2]

W2 = list(dict.fromkeys(w2))
print('\nk2:", W2)

W2: ['good', 'shall', 'ship', 'secretari', 'clarifi’, 'larg', ‘'amount’', 'special’, 'necessari', 'case', 'invit', 'three’, 'logi
st', 'compani', 'make', ‘offer', 'select’, ‘one’', 'small', ‘normal’', ‘post’, ‘shipment’', ‘'use’, 'therefor', 'packag', 'label’,
‘written', ‘'parcel’, 'insur', 'taken', ‘'depart’, ‘head', 'meantim’, ‘alreadi', ‘warehousemen', ‘everyth', ‘readi’, ‘prepar', 'p
ick"]

Fig. 9. Results obtained using the proposed algorithm

The following figure (Fig. 10) demonstrates the computed value of the Jaccard coefficient [12] together with
the cardinalities of sets of words W/’ and W', and their intersection |W}" n W,’|.
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card_W1 = len(Wl)
print("\ncard(Wil):"', card_W1)

card_W2 = len(W2)
print("\ncard(W2):', card_W2)

card_W1_intersect_W2 = len(set(Wl).intersection(set(W2)))

print("\ncard(Wl n W2):', card W1l_intersect_W2)

jaccard = card_Wl_intersect_W2 / (card_Wl + card_W2 - card_Wl_intersect_u2)

print("\njaccard: ', round(jaccard, 2))

card(Wl): 18
card(W2): 39
card(Wl n W2): 13

jaccard: 0.3

Fig. 10. Computed value of the Jaccard coefficient

Results given in Fig. 10 confirm that the similarity between the BPMN model representing goods dispatch
business process (Fig. 7) and its textual description [16] is 0.3, according to the Jaccard coefficient [12].

Therefore, the compliance of the business process model (Fig. 7) with its text description can be estimated
as 30%, which means that some information about the business process given in its description is missing in the BPMN

model (i.e. [W)'] = 18 < |W}'| = 39).

The software solution for analyzing the compliance of business process models with their textual descriptions
was developed using the .NET platform and the C# programming language [18]. It is proposed to choose a three-tier
architecture (Fig. 11) to build the software for analyzing the compliance of business process models with their textual
descriptions. The 3-tier architecture assumes that a software application consists of three components: a client
application that interacts with an application server, which is connected to a database server (we use Microsoft SQL

Server) [19].

Web client

g Presentation layer

Web browser
m--e e

Database server

g Microsoft SQL Server e

+ Web server
v
Service layer
------ >
H Log file
v
_______ g Database driver

Fig. 11. Software architecture design

When the users open the application, they are taken to the main page of the website. The user should specify
the name of a business process, upload a BPMN file and a text file describing the model. Then the user is redirected
to the results page. It demonstrates the compliance of the business process model with its textual description, and the
number of words in the result sets of words W, and W," are demonstrated on the results page as well (Fig. 12).
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38% 100

Compliance: 38%

BPMN file: 17 words Text description: 30 words
[insur] [parcel] [rwrite] [packag] [label] [zoad] [ship] [secretari] [clarifi] [larg]
[clarifi] [shipment] [method] [offer] [logist] [amount] [special] [case] [dnwvit] [logist]
[¢ompani] [select] [place] [order] [good] [compani] [make] [offer] [select] [small]
[prepar] [pick] [normal] [post] [shipment] [packag] [label]

[written] [parcel] [insur] [depart] [head]

[meantim] [warehousemen] [readi] [prepar] [pick]

Fig. 12. Results page demonstrates obtained results

However, this approach has the limitation connected to the fact that rich business process descriptions may
cause lower similarity values and, thus, signalize the false lower compliance of business process models. Hence, this
limitation can be bypassed by the inclusion of other BPMN elements, such as events and gateways, into consideration
when measuring the similarity index. Another limitation of the proposed approach is connected with the possible
presence of synonyms and phrases that should not be divided into different words to keep their meaning.

Conclusions

In this research, the business process modeling is considered and the relevance of the problem of analysis of
the compliance of business process models with their textual descriptions is defined. The following conclusions can
be made:

1) the analysis and comparison of existing software tools for business process modeling and analysis have
shown that widely-used and well-known tools do not allow checking the compliance of BPMN workflow diagrams
with their textual descriptions;

2) an overview of NLP techniques, such as tokenization, removal of stop words, and stemming are discussed
and considered as methods that can be used to solve the problem of analyzing the compliance of business process
models with their textual descriptions;

3) the proposed algorithm based on NLP techniques solves the formulated problem of the analysis of business
process models compliance with respective textual descriptions and produces estimations in the range between 0 and
1 for the very bad and very good compliance respectively.

In the future, it is necessary to elaborate the software that will help business users analyze the compliance of
BPMN models with textual descriptions of depicted workflows, as well as to elaborate the developed algorithm by
using advanced artificial intelligence methods, e.g. neural networks, trained on the collection of real business process
models.
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A MACHINE LEARNING CLUSTER MODEL FOR THE DECISION-MAKING
SUPPORT IN CRIMINAL JUSTICE

In today's digital society, information technology plays a crucial role in supporting decision-making in the development of
national security policy. The growing number of criminals and the expanding range of crimes they commit, observed around the
world, pose serious risks to the personal safety of citizens, internal security of the country and international security. Advanced
technologies are transforming the functioning of the criminal justice system, penitentiary system and police. The use of intelligent
technologies to optimize the work of criminal justice agencies is the basis of the concept of "smart criminal justice". Computer models
are used to support crime investigation, automate court proceedings, identify potentially dangerous individuals and predict crimes.

This paper is a part of the research on the development of information and analytical support for a decision support system
in criminal justice. This paper presents a new analytical approach to criminal profiling. The empirical analysis was conducted on the
basis of real data from criminal records of 13010 prisoners serving their sentences in penitentiary institutions of Ukraine. The k-means
clustering technique was used to identify significant indicators (individual characteristics of prisoners) that determine the propensity
of convicts to commit repeated criminal offenses. The built computer model can explain the connection between the propensity of
convicts to recidivate and the following elements of the offender’s profile: the number of previous convictions, age at the time of the
first conviction, the presence of suspended sentences and early release.

The judicial system needs to understand such non-obvious relationships to effectively prevent and solve criminal offenses.
The developed computer model can be applied to new datasets and ensure the elimination of subjectivity and bias.

Keywords: decision-making support, machine learning,; criminal profiling, k-means clustering, recidivism, information,
analytical support

Omxera KOBAJIBUYK

3axigHOYKpaTHCHKUH HaIllOHAJBHUIN YHIBEpPCHTET

KJIACTEPHA MOJEJIb MAIIIMHHOT'O HABYAHHSA IJ1A HNIATPUMKH
MPUHAHSTTA PINIEHD Y KPUMIHAJIBHOMY IIPABOCY IJII

Y cyyqacHomy ungpoBoMy CyCriiibCTBI iHGOPMALIVIHI TEXHO/IOITT BIAIparoTh BUPILIA/IbHY POk Y MIATDUMLI MPMAHSTTS PiLleHb
npyu @QopmMyBarHHI HaLioHa/IbHOI MO/IITVKN 6€3reKu. 3DOCTaHHI KifIbKOCTI 3/I0YUHLIIB Ta PO3LUNPEHHS CIIEKTPY CKOEHUX HUMU 3/I0YUHIB,
O CIIOCTEPIraETbCA 110 BCbOMY CBITY, CK/IAAAE CEPUOIHI PUBMKM [J15 OCOBUCTOI BE3EKM rPOMAASH, BHYTPILLIHBOI 6E3eKky Kpaikm Ta
MDKHapoAHOI 6e3riexu. [1epeqosi TeEXHOIOTIT TPaHCEHOPMYIOTL QPYHKLIOHYBAHHS CUCTEMMU KDUMIHA/IbHOIO PaBocy.aas, NeHITeHLiapHoi
cuctemu 1a rosiilii. BUKOPUCTaHHS HTENEKTYabHUX TEXHO/IONN A/19 ONTUMIZaLii pOBOTH OpraHiB KpUMIHasIbHOI OCTULIT € OCHOBOKO
KOHLENLii CTBOPEHHS PO3YMHOI0 KpUMIHAILHOro rpasocysan”. s migTpuMku po3C/iiAyBaHHS 3/104MHIB, aBToMaTu3alii CyA0Bux
npoyecis, igeHTUQIkaLii MOTEHLIIMHO HEGE3MEYHNX OCI6 Ta NepesbayeHHs 3/104MHIB 33CTOCOBYIOTE KOMITIOTEDHI MOJE,

[lpescrasnera poboTa € YacTUHOK JOCITIAKEHDL 3 TUTaHb PO3POBKHN [HPOPMALIIHO-GHAIITUYHOMO 3a6E3M1EYEHHS CUCTEMU
MATDUMKU  IPMAHSTTS DILUEHE Y KDUMIHABHMA 10CTULT. Y LIbOMY [AOKYMEHTI IPEACTABIEHO HOBUU aHamitudHmi rnigxig Ao
KDUMIHA/IBHOIO MPOGITTIOBAHHS. EMITIDUYHNY aHA/I3 MPOBEJEHO HAa OCHOBI PEAsTbHUX AGHUX KPUMIHA/IbHUX 3armciB 13010 yB SG3HeHux,
SKi BiAOYBAarOTL MOKAPAHHS ¥ MEHITEHLIIBPHNUX 3aK/1aAax YKpaiHn. BUKODUCTAHO TEXHIKY KAacTeEpM3aLlii K CEPEAHIX A/11 BUIHAYEHHS
3HAYYINX HANKATOPIB (THAMBIAYATIbHUX XAPAKTEPUCTUK YBAIHEHUX), SIKI BU3HAYEIOTb CXWIBHICTL 3aCYKEHUX [0 BYUHEHHS
[10BTOPHUX KPUMIHE/IbHIX 3/I04MHIB. [To6YAOBaHa KOMITIOTEPHa MOAE/L MOXKE OSICHUTU 3B 530K MK CXU/IbHICTIO 3aCyKEHNX A0
KDUMIHA/IBHOMO peumanBY Ta HacTyrmHUMU €/IEMEHTaMU PO JT0YMHLS, KITLKICTIO MONEPESHIX CYANMOCTEY], BIKOM Ha MOMEHT
IEPLLIOrO 3aCy/DKEHHS, HasIBHICTIO YMOBHUX CyAUMOCTEN Ta AOCTPOKOBUX 3Bi/IbHEHS.

CyaoBa cucrema roTpebye Po3yMiHHS TaKuX HEOYEBHAHUX BIGEMO3B A3KIB 4/15 €QEKTUBHOIO 3arobiraHHs 1@ PO3KPUTTS
KPUMIHATIBHUX 3/104MHIB. PO3pobiieHa KOMIIIOTEPHA MOAE/b MOXE ByTu 3aCTOCOBaHa A0 HOBUX HAbOopiB fAaHux Ta 3abe3rneynti
YCYHEHHS CYO EKTUBHOCTI Ta YITEPEAXKEHOCTI.

KimoyoBi c/10Ba: MigTPUMKE MPUAHATTS PILLIEHB, MALUMHHE HaBYaHHS, KDUMIHA/IBHE MPOQIIOBaHHS, KAacTepu3alis k-
cepesHix, peunanBizM, iHGOPMAaLIIHO-aHa/IITUYHE 336E31eHYEHHS

Introduction

The efficiency of the internal security system is an integral aspect of the country's external security,
international security in general and attracts the attention of many politicians and officials. The effectiveness of the
criminal justice system is increasingly the subject of discussion in academic circles. The justice of legal decisions is
causing more and more disputes in society, as a part of the judicial system is under pressure from the government and
politics. Thus, as the number of prisoners grows rapidly, it is logical that the police and justice authorities increasingly
use decision-support systems to support decision-making processes. A decision support system (DSS) is an interactive
computer system designed to support various activities when making decisions on unstructured and semi-structured
decision problems. Such a system has the ability to work with interactive requests [1].

Most decision support systems, used in criminal justice (decision support systems in justice, DSSJ), are based
on machine learning systems that use algorithms capable of learning from previous data and making predictions [2].
This increases the predictive probability of committing repeated criminal offenses, which is much more effective than
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the analysis of significant factors affecting the propensity of criminals to recidivism in each individual case. In
addition, such computer algorithms are devoid of bias and subjectivity. Information systems that use such algorithms
can provide reliable support for decision-making regarding the assessment of the risks of committing repeated criminal
offenses by individuals and contribute to the improvement of the effectiveness of intelligent policing.

With the increase in the range of tasks that are solved with the help of DSSJ, the requirements for their use
are increasing. Information technologies are constantly being improved. However, their application to support the
decision-making process concerning the safety of the individual and society, the freedom and even the life of a person
who may be falsely accused, imposes high requirements on the accuracy, reliability, and transparency of algorithms.
The results of using such computer models should be comparable and verified on a large number of cases. The use of
decision-making systems in the criminal justice system should help reduce the level of crime, and increase the level
of personal safety of citizens and the safety of society.

Related works

The effectiveness of the use of DSS, and computer technologies, in particular big data and machine learning,
in policing and the criminal justice system is one of the important and debatable topics in scientific literature today.
B. Simmler studied the degree of distribution, implementation possibilities, technical features, institutional
implementation and psychological aspects of the use of algorithms in the criminal justice system on the example of
Switzerland [3]. O. Doyle studied the issue of efficiency in applying the DSS for reducing the level of crime [4]. A.
Zavrsnik studied the influence of big data, algorithmic analytics, and machine learning tools on knowledge production
in criminal justice settings [5]. B. Benbouzid conducted a detailed analysis of the content of predictive policing
applications [6]. R. Berk assessed the risks of using artificial intelligence in law enforcement agencies [7]. S. Brayne
studied the problems of using big data by law enforcement agencies [8]. M. Cavelty reviewed various analytical tools
used in Switzerland to identify the recursive and non-linear relationship between security policy and technologies
such as predictive policing, artificial intelligence and spyware [9]. S. Egbert et al investigated crime forecasting
technologies based on data analysis and algorithmic detection of patterns, which are used to prevent criminal offenses
as clements of preventive strategies in German-speaking countries [10]. A. Sandhu and P. Fussey analyzed the
advantages of predictive policing, focused on the automation of police decisions, and the ability of predictive computer
software to neutralize the subjectivity of police work [11]. B. Cheng et al. applied the FP-growth algorithm to find
association rules between criminals and innocent people in order to identify persons suspected of crimes. [12]. K.
Kotsoglou et al. investigated the possibilities of automated facial recognition for identifying suspects in order to
facilitate the detection of crimes and eliminate false convictions [13]. A. Rummens et al. evaluated the effect of
changing the spatio-temporal parameters of the predictive police model on the effectiveness of crime prediction based
on data on apartment burglaries in a large city in Belgium [14]. M. Simmler et al. presented and discussed
recommendations for assessing the usefulness and legitimacy of technical innovations in the criminal justice system
[15]. P. Ugwudike conducted a critical analysis of the relationship between race and the use of risk prediction
technologies used in justice systems in Western jurisdictions such as the UK and the USA. [16]. F. Miro-Llinares
established that the complexity of an algorithmic tool can cause misunderstanding of the decision-making process by
users [17]. R. Yu et al. used longitudinal convictions data from district courts and assessed recidivism rates among
individuals released from Swedish prisons in three security levels [18].

The use of a DSSJ has both advantages and disadvantages, which have not yet been sufficiently explored in
scientific and legal circles. In addition, each country has specific features of development, validation, and use of DSS
for the implementation of smart policing and smart criminal justice. In Ukraine, the implementation of the concept of
implementing complex DSS for criminal justice is only at the stage of development and testing. Therefore, complex,
multifaceted research in this field at the national level is expedient.

Research Methodology

This work is a continuation of a series of studies on the problems of applying quantitative methods and tools
to support decision-making in criminal justice. Section 3.1 presents the main results obtained in previous research.
Section 3.2 presents the descriptions of the dataset, attributes and attribute values used in the analysis. Section 3.3
presents a new analytical approach to criminal profiling — applying a cluster model to determine significant indicators
(individual characteristics of prisoners) of criminal recidivism.

The previous results

In the previous articles, we obtained the following results:

1. The machine learning models (Generalized Linear Model, Deep Learning, Decision Tree, Random Forest,
Gradient Boosted Trees, and Support Vector Machine) were built for predicting the propensity of convicts to commit
criminal recidivism. It was found that the presence of conditional convictions and the number of convictions to the
actual punishment are significant factors that affect the tendency of customers of penitentiary institutions to commit
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repeated criminal offenses in the future. Decision Trees models for the classification of convicts into "prone" and
"non-prone" to recidivism were built [19].

2. The scoring model was created to assess the risk of repeated criminal offenses by convicts based on their
individual statistical and dynamic characteristics. An optimal model based on Machine Learning systems was built to
determine important factors that influence the propensity of convicted criminals to repeat criminal offenses and
prisoners with a high level of recidivism [20]

3. The logistic regression model to predict the probability of convicted criminal recidivism in the future
was built based on the analysis of individual characteristics of prisoners. It has been proven that age at the time of the
first conviction, type of employment at the time of conviction, number of suspended convictions, number of minor
crimes, number of crimes of medium gravity, and availability of early dismissals are determinants of the propensity
of prisoners to criminal recidivism [21].

4. Applied the associative rule mining for the extract correlations and co-occurrences between the historical
crime information of convicted. An associative rule mining model was built to search for non-obvious interesting
connections between historical crime information of convicted and repeated offenses. The frequent item sets, which
are combinations of individual characteristics of prisoners who commit criminal recidivism, and the strong association
rules have been revealed. It was established that early dismissals and suspended convictions are the significant factors
that cause the risk of recidivism [22].

5. Using the statistical survival analysis we computed the probability of the accused confessing to the
commission of a criminal offense at a specific stage of the duration of the investigation. Assessment and forecasting
of the risks of admitting guilt in committing criminal offenses under conditions of incomplete data was carried out.
The Kaplan-Meier model was built for calculating the chances of obtaining evidence of a confession after the end of
the trial in criminal proceedings. Created the Cox regression model to establish the relationship between the stages of
the pre-trial investigation, at which the accused gives a confession, with the duration of the investigation and the
method of prosecution (a crime committed by one person or a crime committed by a group of persons) [23].

The formation of reliable information and analytical support for complex DSSJ requires multi-faceted
research and the construction of various effective models, the results of which confirm previously obtained
assessments.

Data selection and description

It is a comprehensive case study of a unique real-world of 13,010 criminal convicted dataset. Our study uses
data on individual statistical and dynamic characteristics of prisoners serving their sentences in penitentiary
institutions of Ukraine (Table 1).

Table 1
The crime records data
Attribute Value Meaning
Recidivism 1 yes
0 no
Sex 1 male
2 female
1 to 18 years
Age 2 from 18 to 30 years
3 from 30 to 45 years
4 older than 45 years
1 to 18 years
2 from 18 to 30 years
Agel (age at the time of the first conviction (to the actual | 3 from 30 to 45 years
degree of punishment)) 4 older than 45 years
Age? (age at the time of the first conviction (conditional or | 1 to 18 years
actual sentence)) 2 from 18 to 30 years
3 from 30 to 45 years
4 older than 45 years
Marital status L smg[e
2 married
0 incomplete secondary
1 secondary
Education 2 special secondary
3 incomplete higher
4 higher
Place of residence (place of residence to the actual degree of | 0 rural area
punishment) 1 urban area
Type o_f employment (type_ of employment at the time of 2 ggftTFrLc;yed
conviction (up to actual punishment)) 2 full-time
Early dismissals (availability of early dismissals) 2 ;(e)s
Motivation for dismissal 0 no
1 yes
Suspended convictions number of suspended convictions
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Criminal profiling strategy

One of the decision-support strategies in criminal proceedings is criminal profiling [24]. A criminal profile
is a set of conclusions about the qualities of a person responsible for committing a crime or a series of crimes. To date,
there is no single effective method of forming accurate, substantiated conclusions regarding criminal profiling. In this
work, we used one of the methods of intelligent data analysis to create typical criminal profiles of convicts. The k-
means method [25] was used for clustering convicts (distribution into relatively homogeneous groups) according to
their individual characteristics. The empirical analysis was carried out in the RapidMiner predictive analytics
environment [26]. To create a cluster model, a process consisting of operators is presented in Fig. 1-3 and Tables 2—
4.

Preprocessing Prep for Correlation Remove Useless Att... Reorder Attributes Annotate
C in ‘E‘ out b d in E‘ out r) d exa 1 exa [‘} G exa 3 exa t» inp = out r‘
4 ! M. 4 N . ) b - res
N (|in out [ ) \ in out|) . onD € ref ori|)
Retrieve Data | I ‘-1 t Encoding
| ) [ |
F out D M G exa g% exa D | - / =
Handle Texts? i P Sample based on No... Correlation Matrix
q =P g D q b
inp _ out I con _ inp B exa ] exa )
i o D el |
| inp out | inp inp ), mat r
[ wel P

Fig. 1. Operators of the process of creating a cluster model for dividing convicts into groups based on similar individual characteristics

Table 2
K-means clustering process operates
Operator Description
Retrieve data Loads a RapidMiner object (dataset) into the process
Preprocessing Introduces a process subprocess (chain of operators that will be applied later) within a process
Handle text? The root operator “Should handle text columns?” is the outermost operator of every process
Prep for correlation Prepares dataset for correlation calculation
Encoding Performs one-hot encoding on the data and removes columns with too many nominal values
Remove Useless Attributes Removes useless columns like constants
Sample-based on No Attributes Samples data down based on the number of attributes
Recorder Attributes Orders columns alphabetically
Correlation Matrix Creates the actual correlation matrix
Annotate Defines a result name
Change to Regular Should Discretize? Positive Class? Handle Dates?
g out ) g A o)) qm | ot ) Qirn Lo o) -
in inp O omi’ v' inp - out|) inp ‘,\: out|) inp .‘: out | out
|
}
Define Target? Map Values? Remove Columns? Unify Value Types
1:] ip out [‘, \l inp & o [ dim out ) Q in P ot [
‘ inp .‘<: om" | inp .<: out | | iop ‘(; cm: 1in E‘ oul:
Fig. 2. Preprocessing operators
Table 3
Nested statements of the preprocessing
Operator Description
Change to Regular Changes the role to 'regular’ for all columns.
Define Target Selects Subprocess
Should Discretize? Introduces a process within a process
Map Values Switches options
Consists of the nested operators: Nominal to Binominal, which changes the type of selected nominal attributes to
Positive Class? a binominal type, and Define Positive Class, which modifies the internal value mapping of binominal attributes
according to the specified negative and positive values
Remove Columns Consists of the nested operator Remove Columns, which removes columns
Handle Dates Consists of the nested operator Remove Dates
Consists of the nested operators: Remove Unused Values, which removes all unused values and orders the value
. mappings alphabetically; Nominal to Text, which transforms all nominal columns to text; Text to Nominal, which
Unify Value Types - . . - . . .
transforms all text columns into polynomial columns; Numerical to Real, which turns all numerical columns; Set
Text Column, which defines the value type of all texts column
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Fig. 3. Preprocessing: Unify Value types
Table 4
Nested statements of the Unify Value Types Operator
Operator Description

Remove Unused Value

Removes each nominal value that is not assigned to an example

Nominal to Text

Changes the type of selected nominal attributes to text

Text to Nominal

Changes the type of selected text attributes to nominal

Numerical to Real

Changes the type of the selected numerical attributes to the real type

Set Text Columns

Sets text columns

Experiments

Two clusters of convicts were identified, which included 6,266 and 6,744 people, respectively (Fig. 4, 5).
The Real convictions and Early dismissals attributes had the greatest influence on the formation of cluster 0, and the

Recidivism attribute (the presence of criminal recidivism) on the formation of cluster 1.

Cluster 0

Real_convictions is on average 102.08% |arger, Recidivism is on average 95.42% smaller, Early_dismissals is on average 86.30% larger

Cluster 1

6,744

Real_convictions is on average 94.84% smaller, Recidivism is on average 82.65% larger, Early_dismissals is on average 80.18% smaller

Fig. 4. K-means summary

Cluster 0 e2ee) Cluster 1 744

Real_convictions

Fig. 5. Scatter Plot

The average values of the analyzed attributes (centroids) were calculated for each of the selected clusters of
convicts (Table 5). Cluster 0 includes criminals who committed twice as many (on average) repeated criminal offenses
as those convicted from cluster 1. Criminals from cluster 0 committed a first crime and were convicted for the first
time (on average) at an earlier age than prisoners, which make up cluster 1. Convicts who formed cluster 0 served
(on average) three times more actual sentences compared to individuals from cluster 1. Almost twice as many (on
average) suspended sentences were given to prisoners included in cluster 0 than to convicts from cluster 1.

Table 5
Centroid table (fragment)
Early Motivation for Real S Suspended
Cluster Age Agel Age2 dismissals dismissal convictions Recidivism convictions
Cluster 0 3.14 1.86 1.72 0.55 0.85 3.48 1.02 0.08
Cluster 1 3.92 2.52 2.42 0.06 0.90 1.06 1.06 0.50
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The graph of cluster averages (Fig. 6) gives reason to conclude that the biggest differences between the
selected groups of convicts are observed among the average values of the following attributes: Real convictions
(number of convictions before the actual punishment), Recidivism (presence of relapses), Agel, Age2 (age at the time
of the first convictions to the actual and conditional sentence), Suspended convictions (the presence of conditional
convictions) and Early dismissals (the presence of early dismissals). The obtained results give an idea of the
regularities revealed between the analyzed individual characteristics of criminals.

Cluster 0 200y Cluster 1 e72s)
R R R L
B : 5 ; 7 ‘ 5
j P

Fig. 6. K-means centroid chart

A correlation matrix was constructed to assess the relationships between the investigated features (Table 6).
The Recidivism attribute has the strongest correlations with Early dismissals (0.41), Age2 (0.39) and Agel (0.38).
Therefore, it can be argued that early release and age at the time of the first conviction (both before actual and
conditional punishment) are risk factors for convicts committing new criminal offenses.

Table 6
Correlation table (fragment)
Attributes Age Agel Age2 Ear ly Motivation R_ea_l Recidivism Susp_e n_ded
dismissals for dismissal convictions convictions

Age 1 0.37 0.35 0.14 -0.01 3.48 0.25 0.08
Agel 0.37 1 0.88 -0.22 0.06 1.06 1.06 0.50
Age2 0.35 0.88 1 -0.23 0.05 -0.35 0.40 -0.22
Barly 014 | 022 | -0,23 1 0.02 0.41 -0.50 0.19
dismissals
Motivationfor | 559 | 006 | o001 0.02 1 -0.08 0.08 0.00
dismissal
Real
convictions 0.25 -0.36 0.41 0.41 -0.08 1 -0.68 0.12
Recidivism -0.2 0.38 -0.40 -0.50 0.08 -0.68 1 -0.19
Suspended
convictions -0.00 -0.13 -0.22 0.19 0.00 0.12 -0.19 1

To simplify the understanding of the algorithm for the distribution of convicts into selected clusters based on
the analyzed attributes, a decision tree for the cluster model was built (Fig. 7).
The results of the built machine learning and artificial intelligence cluster model confirmed the estimates
obtained in previous works of this series. The penitentiary system does not perform a correctional function yet. Rather,
the opposite is true: the earlier a person enters correctional institutions for the first time, the more likely he is to
reoffend. However, the chance for correction provided by the judicial system in the form of conditional convictions

and early releases also provokes relapses in most cases.
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Fig. 7. Cluster Tree (fragment)
Conclusions

Criminal offenses pose a significant threat to Ukraine's internal security. The study of individual
characteristics of criminals, which are risk factors for criminal recidivism, requires special attention. The public danger
is not the fact of committing a repeated offense, but the personal qualities of the criminal. Identifying links between
the individual characteristics of prisoners and their criminal recidivism can help to solve serial crimes, develop new
crime prevention strategies, and provide reliable support for public safety decisions. In the context of russia's war
against Ukraine, the problem of crime poses a serious challenge to Ukraine's external security, since a significant
proportion of those mobilized into the russian army are prisoners. They commit repeated crimes already on the territory
of Ukraine. Criminal profiling does not provide unequivocal indisputable evidence to solve a criminal case, but it is
an effective tool in the investigation of serial crimes, hostage taking, rape, and sexual murders and in establishing the
authorship of texts, such as threatening letters.

It is a case study of a unique real-world dataset of 13,010 criminal convicts. We applied the Rapid Miner tool
to the machine learning k-clustering algorithm and built a cluster model. The relationship between the number of
previous convictions of prisoners, the age at the time of the first conviction, the presence of conditional convictions
and early releases with the risk of criminal recidivism in the future has been proven. The built computer model makes
obvious the relationship between the fact of criminal recidivism and the elements of the profile of the criminal
(individual characteristics of the person), providing reliable support when making decisions in criminal proceedings.
The obtained results confirmed the estimates obtained at the previous stages of a series of studies on the application
of quantitative tools and the construction of computer models for the development of informational and analytical
support of the decision-making in criminal justice, to simplify the understanding of criminal behavior and to provide
effective support for judicial decision-making. The models of computation developed in this series can be applied to
new criminal convicted datasets and become the basis for the formation of information and analytical support for
complex DSS and provide reliable information support when making effective decisions in criminal proceedings and
developing effective strategies for crime prevention and ensuring internal security.

The next stage of our research will be the corresponding analysis to study the relationship between individual
characteristics of convicts and the fact of criminal recidivism.
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METHOD OF CREATING AN INFORMATION SYSTEM FOR MONITORING
INFECTIOUS PATIENTS

In the context of the COVID-19 pandemic, infectious disease information systems are widely used and promoted to prevent
the spread of the pandemic (mainly in the form of mobile applications). Many countries have offered their apps to improve contact
tracing and thus reduce the number of infections. However, the level of adoption of such applications has been and remains relatively
low, which, obviously, given their massive use and effectiveness, has been largely influenced by issues related to privacy and
anonymity, as well as the perception of potential users of the price-benefit ratio. Thus, the task of creating information systems for
monitoring infectious patients is still relevant today. Therefore, our study is devoted to the development of a method and an
Iinformation system for monitoring infectious patients.

The article develops a method for creating an information system for monitoring infectious patients, which, unlike the
known ones, is based on intelligent analysis of data on the geolocation of patients and contact persons, and provides the ability to
design an information system for controlling infectious patients. The purpose of the information system for monitoring infectious
patients is to prevent the spread of epidemics and pandemics by tracking patient contacts and reducing the number of infections.
The tasks of the information system for monitoring infectious patients are to track the self-isolation of infectious patients and their
contacts, identify the most "infected" buildings, districts, cities, etc. based on intelligent analysis of data on infectious patients and
their contacts.

The designed mobile-oriented information system for monitoring infectious patients can be used to prevent the spread of
the pandemic by tracking contacts and reducing the number of infections. The design of screen forms, reports, implementation,
testing and commissioning of the information system for monitoring infectious patients will be carried out by the authors in the course
of their further research.

Keywords: information system, control of infectious patients, method of creating an information system, data mining.
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XMeJNbHUIBKUH HalliOHAIBHUH YHIBEPCUTET

Onera 'OBOPYIIEHKO

BinHnupkuii HarioHansHUH MeaYHUN yHIBepcuteT iM. M. 1. Ilnporosa

METO/I CTBOPEHHSA IHOOPMAIIMHOI CUCTEMHU KOHTPOJIIO 3A
THOEKIIMHAMHU XBOPUMH

B KoHTeKcTi nangemii COVID-19 iH@opMaLiviHi cucTEMU KOHTPOSIIO 38 HBEKLIVIHUMN XBOPUMM LLUMPOKO BUKOPUCTOBYIOTHCS
[ IPOCyBaKOTLCS 47151 3aI106irarHHs MOLNPEHHIO NaHAEMIi (B OCHOBHOMY, y BUIr/IS4I MOBI/IbHUX AOAATKIB). barato KpaiH 3arnporoHyBamm
CBOI 404aTKN 3 METOI0 MOKPALUYNTY BIACTEXEHHS KOHTAKTIB | TAKUM YUHOM 3MEHLLINTY KIJIbKICTb BUNEAKIB IHQIKyBaHHS. OfHaK piBeHs
BIIPOBAKEHHS TaKnX JOAATKIB OyB | 3a/IMLIAETLCS BIAHOCHO HU3bKMM, Ha LU0, OYEBUAHO, BPAXOBYIOYH IX MAcOBE BUKOPUCTAHHS Ta
EQDEKTUBHICTb, 3HAYHOKO MIPOKO BI/IMHY/IM [UTaHHS, OBS3aHI 3 KOH@IGEHUIMHICTIO Ta aHOHIMHICTIO, @ TaKoX CIIpMIHSTTS
TIOTEHLIVIHUMYU KOPUCTYBaYaMy CIIIBBIAHOLIEHHS LiHn Ta Burogn. OTXE, 3a4a4a CTBOPEHHS IHBOPMALIVIHUX CUCTEM KOHTPOIIO 33
TH@EKLIVIHUMYU XBOPUMU € aKTYa/IbHOIO | B HaLL Yac. BiATaK HaLle JOCTIMKEHHS MPUCBSYEHe PO3POG/IEHHIO METOZY Ta IH@POPMALIHOI
CUCTEMY KOHTPOJTIO 38 IHQEKLIVIHIUMU XBOPHMAL.

Y cTarti po3pobreHo METOq CTBOPEHHS HBOPMALIVIHOI CUCTEMM KOHTDO/IIO 33 IHQEKLIVIHUMMU XBOpUMU, KUK, HA BIAMIHY
Bl BiAOMuX 633YETbCH HA IHTENEKTYAIIbHOMY aHalli3i AaHux rpo reosiokalii XBopux 1@ KOHTaKTHUX OCI6, Ta 3abe3rneyye MOX/IMBICTb
MPOEKTYBAHHS  IH@OPMALIIHOI CUCTEMU KOHTPOIMO 33 IHQEKUiViHIUMU XBOpuMY. MeTor IHGOPMALIIVIHOI CHCTEMU KOHTPOJTIO 38
IHGQEKLIIVIHUMN XBOPUMI € 3arI0BIraHHS MOLMPEHHIO erTigeMIi Ta NarAeMii’ LISXOM BiACTEXEHHS KOHTAKTIB XBOPUX Ta 3MEHLIEHHS
KIIbKOCTI BUNagKiB IHQIKyBaHHS. 3adadl iHgopMaLiviHOi crcTemMu KOHTPOSIIO 38 IHQEKLIMIHMMU XBOPUMN. BIACTEXEHHS 1EPECYBaHHS
Ha camoi30/19Uii IHGEKLVIHIX XBOpUX Ta IXHIX KOHTGKTHUX OCI6, BU3HAYEHHS HAHOI/IbLL «3apPaxeHnx» ByanHKIB, parioHiB, MICT, TOLO
HA OCHOBI IHTE/IEKTYa/IbHOIrO aHa I3y AaHUX PO IHPEKLIMIHMX XBOPUX Ta IXHIX KOHTGKTHUX OCIO.

CrnpoekToBaHa MOOBIIbHO-OPDIEHTOBAHa — IHQOPMAELIVIHE —CUCTEMA  KOHTPO/IO 33  IHQEKUIVIHUMU  XBODUMYU — MOXE
BUKOPUCTOBYBATUCHL AJ/151 3a100iraHHs IMOLMPEHHIO MaHAEMII LL/IIXOM BICTEXEHHS KOHTAKTIB | 3MEHLUEHHS KI/IbKOCTI BUNaAKIB
IHQIKYBaHHSI. [POEKTYBaHHS eKpaHHUX GOpPM, 3BITiB, peasii3allis, TECTYBAaHHS Ta BBEAEHHS B Ait0 HGOPMALIIVIHOI CUCTEMU KOHTPOITIO
3a IH@eKLiviHnMu XBopumu 6yAyTb BUKOHYBATUCL aBTOPAMM [1i4 Yac iX I0Aa/IbLIMX AOC/IKEHD.

KI1to40Bi ¢108a: IHGOPMAaLiiHa cucTemMa, KOHTPOSIb 3@ IHQGEKLIVIHUMU XBOPUMY, METOA CTBOPEHHS IHGOPMALIiiHOI cucTemy,
IHTEIEeKTYarbHWI aHasl3 AaHNX.

Introduction

An epidemic is a massive spread of an infectious disease among the population of a given area over a short
period of time. Despite all scientific advances, the spread of infectious diseases continues to pose a significant threat
to the health and prosperity of our society.

Humanity has long suffered from epidemics (smallpox, plague, cholera, malaria, typhoid, diphtheria, etc.)
and for a long time could not withstand the high mortality rate, which sometimes reached 90% of the population of
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the epidemic-affected region. Since ancient times, in addition to quarantine, the fight against epidemics has included
the creation of contagious barracks where patients were isolated and treated, the involvement of additional medical
personnel, disinfection of territories and housing, the deployment of sanitary posts, and the provision of disinfectants
to the population. However, even then, the problem of effective organization of management and control over the
actions of quarantine and medical services on the scale of both individual territories and the entire state was acute [1].

Currently, protecting the population from infectious diseases is one of the priority areas of activity of
executive authorities and local governments. In the area of protection of the population from infectious diseases, the
Cabinet of Ministers of Ukraine develops and implements relevant state targeted programs, provides funding and
logistical support to healthcare institutions, institutions and facilities of the State Sanitary and Epidemiological
Service, enterprises, institutions and organizations involved in activities and works related to the elimination of
epidemics, coordinates these activities and works, and resolves other issues within the powers defined by law. At the
same time, in this area, local governments ensure the implementation of preventive and anti-epidemic measures in the
territories of settlements, in places of mass recreation and recreational areas, as well as work to eliminate epidemics
and outbreaks of infectious diseases, and resolve issues of financial and logistical support for these measures and
work. The specially authorized central executive body on health care in the field of protection of the population from
infectious diseases develops, approves and enacts sanitary and anti-epidemic rules and regulations, methods of
examination and treatment of patients, diagnosis and prevention of infectious diseases, and other regulatory acts [2].

The fundamentals of Ukrainian healthcare legislation regulate the prevention of infectious diseases dangerous
to the public. Thus, persons who carry infectious diseases dangerous to the public are excluded from work and other
activities that may contribute to the spread of infectious diseases and are subject to medical supervision. In respect of
certain particularly dangerous infectious diseases, mandatory medical examinations, preventive vaccinations,
treatment and quarantine measures may be carried out in accordance with the procedure established by the laws of
Ukraine. At the same time, persons suffering from infectious diseases or being bacterial carriers are obliged to take
measures recommended by medical professionals to prevent the spread of infectious diseases, comply with the
requirements and recommendations of medical professionals regarding the procedure and conditions of treatment,
comply with the operating hours of healthcare facilities and scientific institutions where they are treated, and undergo
the necessary medical examinations and examinations within the established time limits [2].

Immunization of the population plays a significant role in reducing the level of infectious diseases, but it is
possible and effective only for the prevention of known diseases. Thus, in 2019-2021, humanity faced the new
COVID-19 virus, which it was completely defenseless against due to its novelty and the lack of a vaccine against this
virus. Traditional epidemiological surveillance of infectious diseases failed to warn health authorities in time to
intervene and mitigate and control COVID-19 before the epidemic turned into a pandemic. To stop the spread of
COVID-19, humanity was forced to resort to strict quarantine measures (self-isolation, strict control of patients and
their contacts, etc.)

Information systems and technologies help to monitor compliance with quarantine measures. For example,
in Ukraine, compliance with quarantine measures was monitored using the VVdoma electronic service or the installed
and activated mobile application of the Vdoma electronic service of the Unified State Web Portal of Electronic
Services [3]. This service/application was used to counteract the spread of COVID-19 and monitor self-isolation and
was mandatory for Ukrainians, foreigners and stateless persons crossing the state border to enter Ukraine. Upon arrival
at the place of self-isolation, the user of the system/application was obliged to confirm his/her arrival and send a photo,
and the user's geolocation was recorded when sending the photo. During self-isolation, the user was allocated 2 hours
per day for personal needs. During this time, it was possible to leave the place of self-isolation to visit places of trade
in food, hygiene products, medicines, and medical devices located at a distance of no more than 2 kilometers from the
place of self-isolation [4].

In the paper [5], the heterogeneous network-based epidemic model with positive and negative information is
proposed. This model considered three time-varying control schemes for containing the contact infection rate and
enhancing the implementation rate of positive information for reducing the number of infected and the cost of control.

The surveillance and early warning system is the basis of public health emergency prevention and control.
Authors of [6] attempted to develop a new pattern of integrated surveillance and early warning system for the emerging
infectious disease.

The paper [7] designed the “detection-service-mobile” three-terminal geographic information system for
realizing the control of diagnostic instruments and the comprehensive management of data. Machine learning is used
to marked the detection results on the mobile terminal map to realize the visual display of the positive results of nucleic
acid amplification detection and the early warning of infectious diseases.

The paper [8] proposed the intelligent COVID-19 early warning system using Twitter data with novel
machine learning methods — the natural language processing (NLP) pre-training technique, fine-tuning BERT as a
Twitter classification method. In addition, authors of [8] implemented a COVID-19 forecasting model through a
Twitter-based linear regression model to detect early signs of the COVID-19 outbreak. Also, in [8] the expert system,
an early warning web application based on the proposed methods were developed.

Authors of [9] proposed the principles for the development of an intelligent information system for decision-
making support for epidemiological diagnostics, which is based on the mathematical tools for analyzing morbidity
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data, as well as modeling of epidemic processes.

The paper [10] presented the inferring disease data management system with blockchain and machine
learning. This is a solution for organizing, sharing and analyzing the disease data with trusted, privacy-preserving and
interoperable methodologies to improve the outreach, time and cost-effectiveness for disease-control and treatment
interventions.

So, in the context of the COVID-19 pandemic, infectious disease information systems are widely used and
promoted to prevent the spread of the pandemic (mainly in the form of mobile applications). Many countries have
offered their apps to improve contact tracing and thus reduce the number of infections. However, the level of adoption
of such applications has been and remains relatively low, which, obviously, given their massive use and effectiveness,
has been largely influenced by issues related to privacy and anonymity, as well as the perception of potential users of
the price-benefit ratio. Thus, the task of creating information systems for monitoring infectious patients is still relevant
today. Therefore, our study is devoted to the development of a method and an information system for controlling
infectious patients. [11].

Thus, the task of creating information systems for monitoring infectious patients is still relevant today.
Therefore, our study is devoted to the development of a method and an information system for monitoring infectious
patients.

Information System for Monitoring Infectious Patients

The use of effective methods and tools for creating an information system and the correct construction of its
creation technology can significantly reduce costs and shorten development time, ensuring the quality of the data
processing system that meets the requirements of users. When creating an information system, a whole range of
methods and tools are used to develop it. An information system development method is a way of creating an
information system supported by appropriate design tools. The means of creating an information system are standard
design solutions, application packages, standard projects or tools for designing an information system [12, 13].

Thus, the method of creating an information system for monitoring infectious patients consists of the
following steps:

1) defining the purpose and identifying the tasks of the information system;

2) formulation of requirements for the information system:

- identification of the required functionality of the system and the level of its adaptability to constantly
changing operating conditions;
- determination of the required system capacity and system response time to a request;
- determination of the required level of security;
- identification of proposals for ease of operation and maintenance of the system;
3) design of the information system:
- designing the architecture of the information system;
- design of modules (blocks) of the information system;
- determination of the network topology, hardware configuration, architecture used (file-server or
client-server), parallel and distributed data processing, etc. (if necessary);
- design of data objects to be implemented in the database;
- designing screen forms and reports that will ensure the execution of data queries;
4) implementation of the information system;
5) testing of the information system:
- standalone testing of modules (blocks);
- integration and system testing of the information system as a whole;
- acceptance testing;

6) commissioning of the information system;

7) operation and maintenance of the information system.

Let's design an information system for monitoring infectious patients using the proposed method. Let's start
creating an information system by defining the goal, which can be generally defined as solving a number of interrelated
tasks, including ensuring the launch of the system and its operation for a certain period of time. Thus, the purpose of
the information system for monitoring infectious patients is to prevent the spread of epidemics and pandemics by
tracking patient contacts and reducing the number of infections. The tasks of the information system for monitoring
infectious patients are to track the self-isolation of infectious patients and their contacts, identify the most "infected"
buildings, districts, cities, etc. based on intelligent analysis of data on infectious patients and their contacts.

Let's formulate generalized high-level requirements for an information system for monitoring infectious
patients. Taking into account the identified tasks of the information system, we identify the necessary functionality of
the system: geolocation of infectious patients, geolocation of contact persons of infectious patients, tracking of self-
isolation of infectious patients, tracking of self-isolation of contact persons of infectious patients, issuance of urgent
notifications about violations of self-isolation by infectious patients or their contact persons, intelligent analysis of
data on infectious patients and their contacts, identification of the most "infected" buildings, districts, cities, etc. The
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required system bandwidth is at least 100 Mbps; the system response time to a request is no more than 3 seconds. The
required security level is high; as personal data will be processed. The system should have a simple, intuitive, user-
friendly interface and be accessible to people of all ages. The system should be mobile-oriented (in the form of a
mobile application).

Let's design an information system for monitoring infectious patients. The architecture of the information
system for monitoring infectious patients is shown in Fig. 1.

The infectious patient is registered in the system/application (Module for registering an infectious patient in
the system/application) and provides information about his/her contact persons (Module for collecting information
about contact persons of an infectious patient). The provided data is recorded in the system's Database. During
registration, the patient must provide access to the geolocation of his/her mobile device.

Authorities responsible for protecting the population
Infectious patient from infectious diseases

______ 8

I |
1 USER INTERFACE !
I
| : . . . I
1 Module for registering Electronic user Module for collecting 1
'~ an infectious patient in support module information about contact 2
the system/application persons of an infectious patient

Module for outputting results

Block for notifying about the violation of Block for displaying statistics on the level of i
self-isolation by infectious patients or their "infection" of buildings, districts, cities <“—
contact persons

/"__—— x
SECE ]
p X
DATABASE
x /
Module for verification of information about Module for generating statistics on the level of
the contact persons of an infectious patient "infection" of buildings, districts, and cities : :
'l} (on the basis of intelligent analysis of data on
the geolocation of patients and their contacts)

Module for determining the geolocation of an
\’<:> infectious patient and infectious patient's
contacts :> Module for tracking the self-isolation of an
infectious patient and their contact persons (on V4
the basis of intelligent analysis of data on the ’c:>
geolocation of patients and their contacts)

Fig. 1. Architecture of information system for monitoring infectious patients

The Module for verification of information about the contact persons of an infectious patient analyzes photos
and videos from the last 3-5 days on a mobile device and in cloud environments to search for and recognize persons
with whom the patient has had contact in the last 3-5 days, and also checks whether these persons are listed by the
patient among the contact persons (this action is possible only if the patient has given permission to access his/her
phone data - photos, videos, etc.)

The authorities responsible for protecting the public from infectious diseases contact the contact persons of
the infectious patient and request them to register in the system/application. The system/application also tries to
identify contact persons by contacts in the patient's mobile device (if the patient has provided such access) and send
them a message that they are contact persons of the infectious patient and must register in the system/application.

The Module for determining the geolocation of an infectious patient and infectious patient's contacts records
the geolocation of an infectious patient and his/her contacts and transfers them to the database, as well as to the Module
for tracking the self-isolation of an infectious patient and his/her contacts and the Module for generating statistics on
the level of "infection™ of buildings, districts, and cities. Both of these modules work on the basis of intelligent analysis
of data on the geolocation of patients and their contacts.

The Database of the information system stores registration data of infectious patients and information about
their contact persons, geolocation of each infectious patient and their contact persons; in addition, the Database stores
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statistics on the level of "infection" of buildings, districts, and cities, which is generated by the Data mining modules.

If the Module for tracking the self-isolation of an infectious patient and their contact persons has established
that self-isolation has been violated, an appropriate urgent notification is displayed by the Block for notifying the
authorities responsible for protecting the population from infectious diseases of violation of self-isolation by infectious
patients or their contact persons. The Block for displaying statistics on the level of "infection™ of buildings, districts,
cities provides the authorities responsible for protecting the population from infectious diseases with relevant statistics.

The designed mobile-oriented information system for monitoring infectious patients can be used to prevent
the spread of the pandemic by tracking contacts and reducing the number of infections.

The design of screen forms, reports, implementation, testing and commissioning of the information system
for monitoring infectious patients will be carried out by the authors in the course of their further research.

Conclusions

In the context of the COVID-19 pandemic, infectious disease information systems are widely used and
promoted to prevent the spread of the pandemic (mainly in the form of mobile applications). Many countries have
offered their apps to improve contact tracing and thus reduce the number of infections. However, the level of adoption
of such applications has been and remains relatively low, which, obviously, given their massive use and effectiveness,
has been largely influenced by issues related to privacy and anonymity, as well as the perception of potential users of
the price-benefit ratio.

Thus, the task of creating information systems for monitoring infectious patients is still relevant today.
Therefore, our study is devoted to the development of a method and an information system for monitoring infectious
patients.

The article develops a method for creating an information system for monitoring infectious patients, which,
unlike the known ones, is based on intelligent analysis of data on the geolocation of patients and contact persons, and
provides the ability to design an information system for monitoring infectious patients.

The purpose of the infectious disease monitoring information system is to prevent the spread of epidemics
and pandemics by tracking patient contacts and reducing the number of infections. The tasks of the information system
for monitoring infectious patients are to track the self-isolation of infectious patients and their contacts, identify the
most "infected" buildings, districts, cities, etc. based on intelligent analysis of data on infectious patients and their
contacts.

The designed mobile-oriented information system for monitoring infectious patients can be used to prevent
the spread of the pandemic by tracking contacts and reducing the number of infections.

The design of screen forms, reports, implementation, testing and commissioning of the information system
for monitoring infectious patients will be carried out by the authors in the course of their further research.
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Yuriy SKORIN, Iryna ZOLOTARYOVA

Simon Kuznets Kharkiv National University of Economics

ENHANCING THE EFFECTIVENESS OF USABILITY TESTING FOR USER
INTERFACES

The paper analyses the problems of maintaining software quality, namely, usability testing as a direction of ensuring this
quality, analyses publications that consider the methods of electro-oculography, electro-retinography, mouse-tracking, eye-tracking,
etc. and proves that the issue of improving the quality of software products largely depends on the effectiveness of usability testing.
The study is based on the analysis of traditional software testing methods and tools and the proposal of mouse-tracking and eye-
tracking technologies as an alternative solution to the problem. Criteria and metrics for assessing the usability of web applications
were identified, an analytical approach was used as a methodological basis, which involves a comprehensive consideration of the
research object, methods of comparative analysis and classification were used to obtain data, the results were processed using
standard statistical methods, and the necessity and importance of usability testing of websites was assessed. The article considers
generally accepted rules and recommendations in the field of usability testing, analyses quantitative and qualitative methods of
usability testing evaluation, for a more detailed study of the subject of research the ergonomic interaction of a user with an information
system, namely with a web resource, studies the main categories of users depending on a number of indicators, and pays special
attention to establishing quality assessment criteria based on existing standards of recommendations. the article reviews the process
of usability testing of information system interfaces, its analysis and evaluation, analyses the methods of electro-oculography and
electro-retinography, mouse-tracking and eye-tracking technologies, and concludes that the use of eye-tracking technology will allow
collecting and systematising quantitative and qualitative data on user interaction with the system and will make it possible to optimise
the process of usability testing by reducing the time of its implementation. The prerequisites for conducting an experimental study of
theoretical results using eye-tracking technologies have been created.

Keywords: testing, usability, quality, website, method, electro-oculography, electroretinography, mouse-tracking, eye-
tracking, system.

FOpiit CKOPIH, Ipura 30JIOTAPHLOBA

XapkiBChKHil HaIllOHATBHIN eKOHOMIUHHIT yHiBepCuTeT iMeHi Cemena Ky3uerust

HIIBUIIEHHA E@EKTUBHOCTI USABILITY-TECTYBAHHA
KOPUCTYBAJIBHULIBKUX IHTEP®ENCIB

Y crarTi npoaHasni3o0BaHo rpobemu MigTPUMKU SKOCTI MPOrpamMHoOro 3abesreqeHHs, a came, usability-TecTyBaHHs, K
HAINPSIMKY 3a6€3MeYeHHs LiEi SKOCTi, 6yB rpoBegeHmi anasnia ry6rikauivi, B KoMy 6ysim po3r/ISHyTi METOAN €/IEKTPOOKY/I0rpagii,
enexTpopeTnHorpagii, mouse-tracking, eye-tracking ToLyo i Skuvi 4OBIB, O MUTAHHS MIGBHLLIEHHS SKOCTI POrpamMHuX POAYKTIB, B
3HAYHIU MIDI 3a7€XUTb Bl E€QEKTUBHOCTI USability-TecTyBaKHHS, MPOBEJEHE AOC/TIMKEHHS BGAa3YETbCA HA IMPOBEAEHOMY AHAa/I3[
TDAANLIIVIHUX, METORIB | 3aC06iB TECTYBAHHS [POMPAMHOIO 3a6E3MeYeHHS | Mponosnuii B SKOCTI a/lbTEPHATUBHOIO BUDILLIEHHS
IpobriemMy, came TEXHO/IOMY mouse-tracking i eye-tracking, 6y/10 BUIHAYEHO KPUTEDII | METPUKM 4715 ouiHKku usability Be6-404aTKiB,
B SKOCTI METOLOIONYHOI 6331 3aCTOCOBYBABCS aHa/IITUYHMA MiAXIA, WO NEPEABAYAE KOMITIEKCHMA PO3I/ISA O6'€KTa JOCITIMKEHHS,
A/151 OTPUMAHHS AaHUX BUKOPHCTOBYBA/INCS METOAN OPIBHS/IBHOIO aHasnisy, Kiaacu@ikauli, o6pobka pe3y/ibTaTtiB rnpoBoAnIacs 3a
ZOIMOMOror0 CTaHAaPTHUX METOZIB CTaTUCTHYHOI 06pO6KM, Oy/1I0 NMPOBEAEHO OLIHIOBaHHS HEOOXIAHOCTI | 3HavYeHHs usablility-
TECTYBaHHS BEG-CAUTIB, PO3ITISHYTO 3arabHOMPUUHATI MPaBuia Ta PeKoMeHAaLlii B 0671acTi usability-TecTyBaHHS, MpoaHa/li30BaHo
KITIbKICHI Ta SKICHI METOAM ouiHKu usability-TecTyBaHHs, 419 OifiblL AETATIBHOrO BUBYEHHS MPEAMETA AOC/IIKEHHS OY/IN PO3ITISHYTI
EDroHOMIYHI B3aEMOAIT KOPUCTYBaYa 3 iH@OPMALIIVIHOK CUCTEMOKO, @ CaMe 3 BEG-PECYPCOM, BUBYEHO OCHOBHI KaTeEropii KopucTyBayis
B 3a/1EKHOCTI Bifj L{i/I0I HU3KY [TOKa3HWKIB, 0CO6/IMBA yBara rpualnssiacs BCTaHOB/IEHHIO KPUTEDITB OLIHKYM SKOCTI BUXOASYN 3 ICHYIOYNX
CTaHAAPTIB PEKOMEHAABLIV, ByJ10 MPOBEAEHO Or/IF4 NMPOLIECY USability-TecTyBaHHS IHTEPQENCIB IHPOPMALIVIHNX CUCTEM, HOro aHa/li3
7@ OLIIHKY, MPOBEAEHO aHasli3 METoAIB €1EKTPOOKY/Iorpagii 1a eekTpopeTuHorpadili, texHosorli mouse-tracking ta eye-tracking,
3p06/IEHO BUCHOBOK, LLO BUKOPUCTAHHS CaMe TEXHOJIONI eye-tracking 403B0/TL 36Upatv | CUCTEMATU3YE KiJTIbKICHI Ta SKICHI AaHi rnpo
B3aEMOLIi KOpUCTYBa4Ya 3 CHUCTEMOK | [AaCTb MOXJ/MBICTb OMTUMI3YBaTH 1PoLeC usability-TecTyBaHHS CKOPOTUBLUM 4Yac WOro
MIPOBEAEHHS], CTBOPEHI EPEAYMOBY LLOAO MPOBEAEHHS EKCIIEPUMEHTAIILHOIO AOC/IAKEHHS TEOPETUYHINX PE3YIbTATIB 3@ JOITOMOIrof0
TexXHosI0rV eye-tracking.

Kto4osi ¢rioBa: TecTyBaHHs, usability, SKicTe, Be6-cauit, METO4, €IEKTPOOKY/I0rpagis, €1eKTpopeTuHorpagis, mouse-
tracking, eye-tracking, cucrema.

Introduction

Contemporary times are characterized by a notable shift within scientific and applied domains, wherein
increasing emphasis is placed on the pivotal role played by the ergonomics of software products. This emphasis
delineates the software's commercial allure, the extent of its market penetration, and the subjective gratification
experienced by users in their interactions.

The practical import of this study is primarily intertwined with the dynamic evolution of the technological
landscape, the burgeoning expanse of the Internet, and the imperative to fashion computer interfaces for a diverse user
base. The burgeoning proliferation of tasks catering to a broad spectrum of users is propelled by the overarching trend
of computerization and the progressive substitution of face-to-face interactions with information systems within select
professional spheres.
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The incorporation of standards governing software product ergonomics stands as a prerequisite to achieving
a satisfactory level of accessibility within an information system. The orchestration of accessibility is seamlessly
integrated into the broader spectrum of design and developmental processes, encompassing the methodical delineation
of accessibility requisites, the quantitative assessment of accessibility metrics, and the formulation of a discernible
criterion for verification within the purview of user engagement [5].

The endeavor to define accessibility assumes paramount significance due to the intricate interplay among
users, tasks, and various other components constituting the user experience. Notably, a service, system, product, or
apparatus can manifest varying degrees of accessibility across diverse use cases, an aspect that assumes heightened
prominence particularly in scenarios involving distinct user segments characterized by specific disabilities [6].

To enhance the efficacy of usability testing, it is essential to perform a comparative analysis of usability
testing techniques, particularly eye-tracking and mouse-tracking, and establish the necessary conditions to execute an
experimental examination of theoretical outcomes utilizing these technologies.

Related works

An analysis of publications has shown that the issue of improving the quality of software products depends
largely on the effectiveness of usability testing, which has been the subject of a number of studies [7-14].

The analysis and application of the electro-oculography (EOG) method is discussed in publications [15-
16]. EOG records the electrical activity of the eyes at high speed using electrodes placed around the human eye. Vision
control systems use this method to obtain EOG signals which, after processing, determine the direction of the user's
gaze. This is particularly important for people with disabilities.

In this study [17], the measurement methods used in oculographic studies are analysed. The metrics used
to quantify various psychophysiological states of the subjects are systematized by the authors. Through these metrics,
it is possible to identify the elements of visual interest based on their size, brightness, colour, and location. The metrics
can be divided into three groups: (1) those related to oculomotor activity, (2) technical indicators of eye-tracking
performance, and (3) data tracking the actions of subjects as a result of keystrokes and mouse clicks. From the
standpoint of practical tools for managing consumer attention in an information-saturated competitive environment,
the paper discusses the capabilities, mechanisms of application, and possibilities for analysis of each group of metrics.
The paper places particular attention on the overview of specialised paid and free software capabilities for
oculographic research.

Publications [18-19] have described the use of the electroretinography (ERG) method. ERG is a method
for objectively studying the functional state of the retina by recording biopotentials during light irritation. ERG enables
an objective assessment of the functional state of different retinal layers and neurons. Electroretinography plays a
crucial role in diagnosing retinal diseases and engages the attention of morphologists, ophthalmologists, physiologists,
and electrophysiologists for scientific research beyond being a diagnostic method. Contemporary technological
capabilities enable the identification of subtle disturbances in retinal bioelectrical activity, which forms the basis of
initial and differential diagnosis. Electroretinography presents a characteristic diagnostic effect and opens up new
aspects of the mechanisms of visual dysfunction by relying on our understanding of the neurophysiology of the visual
system and molecular biology, which enables not only gene mapping and cloning but also comprehending the subtle
changes in photoreception's structure, commonly causing hereditary retinal diseases. Moreover, it aids in the search
for innovative initial diagnostic methods and pathogenetically-grounded treatments.

Several studies have addressed the modelling and geometry of vision [20-24]. The study has unveiled the
unique features of visual perception, the understanding of which is essential in explaining many of the observed
phenomena, given that 90% of information is processed by the brain through the eyes. The knowledge of the
particularities of vision can aid in the analysis of the resulting image.

Publication [25] contains relevant information about the free software Mill Mouse, which uses oculography
and Eye Tracker 4C to control the mouse and allow users to move the pointer to their line of sight. It can click when
the user is looking at a fixed position or blinks. Additionally, Mill Mouse supports scrolling and compensates for
involuntary eye movements.

The analysis and uses of the mouse-tracking method are described in reference [26]. Mouse-tracking is a
method that employs software to collect data on the position of the user's mouse cursor on a computer. The objective
is to automatically collect more detailed information about what users are doing, typically to enhance interface design.
Reference [27] highlights that this technology enables the capture of all mouse movements of a website visitor. It is
widely accepted that the mouse cursor always follows the visitor's gaze. This capability facilitates the identification
of the content elements to which the user pays special attention, as well as the order in which the user studies them.
The obtained data is represented on a map, highlighting the most visited areas with a bright colour. This mapping
image is superimposed on a screenshot of the experimental page. This approach provides an accurate location for the
most visited areas. If there is not any significant button, form or link among the hotspot areas, their design or location
must be modified. According to [28], Mouse Tracking can be utilised to record every movement of the user's cursor
on the site. This enables tracking of user's attention-focusing areas and their order of studying the whole page.

As per publication [29], eye-tracking is a type of technology that tracks gaze lines or points, also known as
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eye-tracking technology. According to paper [30], eye-tracking has a wide range of applications such as marketing
research, development of high-quality interfaces, improving usability, increasing conversion rate, determining
advertising strategies, and studying user experience. Eye-tracking is considered impartial as it captures natural human
reactions by studying the movements and reactions of the pupils, which cannot be imitated. This is another significant
advantage of the method.

In article [31], ongoing research is described that aims to optimize human-computer interaction for
emergency planning and decision support scenarios. The objective of this research is to explore the possibility of using
low-cost eye tracking system with open source software in interpreting geospatial images. The project referred to in
this article also includes an educational aspect.

Purpose and Task Statement

The aim of this article is to enhance software by improving the efficiency of usability testing. This study
analyses conventional techniques and tools for assessing the usability of software such as 'testing in the corridor’,
remote usability testing, expert review, 'paper prototype testing' and automated usability testing [32]. Additionally,
we propose alternative approaches to the matter. This article suggests alternative approaches such as the electro-
oculography method, the electro-retinography method and technologies such as mouse-tracking and eye-tracking for
further analysis. If we conclude that capturing quantitative and qualitative data on user interaction with the system via
eye-tracking and mouse-tracking technologies helps systematise the data and streamline the usability testing process
by reducing time, we can explore the theoretical outcomes by using these technologies. Subsequently, we can conduct
an experimental study and compare the results against the other methods mentioned above.

The scope of this research aims to define a set of comprehensive research objectives that collectively lead
to a deep understanding of the intricate interplay between software product ergonomics and user interfaces.

Careful exploration of ergonomic indicators in user interfaces will reveal the essential aspects of user
experience in the digital realm.A comprehensive understanding of the intrinsic attributes that synergistically shape
user interactions can be achieved by systematically dissecting and analyzing these indicators.Clarification of both
qualitative and quantitative criteria for assessing usability. This research aims to establish a comprehensive framework
that encompasses both qualitative and quantitative criteria for assessing usability testing.The dual-pronged approach
aims to establish a nuanced methodology that captures both tangible metrics and intangible facets contributing to the
holistic user experience. This study aims to meticulously identify and explain the key features inherent to the employed
usability testing methods. The research seeks to explore the intricacies of these methodologies to understand the
multifaceted layers underlying the efficacy and comprehensiveness of usability evaluations. As part of this research,
software product usability will be analyzed using cutting-edge eye-tracking and mouse-tracking technologies,
representing an innovative approach.

Usability testing will be executed through eye-tracking and mouse-tracking methods. In this research, a
critical phase involves executing hands-on usability testing using the previously mentioned eye-tracking and mouse-
tracking methods. The aim of this empirical endeavour is to bridge the gap between theoretical foundations and
practical implementation. This will forge a visible link between conceptual frameworks and real-world applicability.

Comparison and analysis of usability testing results. The research will culminate in conducting a rigorous
comparative analysis of usability testing results. The final phase aims to distill meaningful insights by meticulously
scrutinizing and examining the data, thereby providing a conclusive panorama that highlights the efficacy and
implications of the research.

The effectiveness of usability testing for user interfaces

Usability testing is a type of software testing that focuses on non-functional aspects. It is commonly
classified into several categories including understandability, learnability, operability, attractiveness, and relevance.
Usability testing is generally classified into three main categories: exploratory, evaluative, and comparative [32].

Modern models of software quality assessment frequently use the term "usability” to describe the
ergonomics or usability of a software product.

The analysis indicated that including functions and properties that offer an additional ergonomic effect in
certain usage conditions of the software product can enhance the usability indicator. In order to determine the level of
ergonomics, assessing both user satisfaction and labour productivity when using the software is necessary.

The primary usability criteria are [1-4]: product effectiveness, which refers to the ratio of achieved results
to resources used; productivity, which refers to the extent of resources that a user must expend to attain goals with
accuracy and completeness; and satisfaction, which refers to the degree of comfort and ease of use.

To assess the quality of usability testing, it is necessary to establish testing objectives linked to the user's
effectiveness, efficiency, and satisfaction, as well as the characteristics of the component's usage conditions. Figure 1
illustrates the components and dependencies between them in a schematic manner.
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Fig. 1. Structure of suitability for usage

The design of software, services, equipment, and systems takes usability into consideration. Usability is the
property that enables users to apply software products with the necessary efficiency, effectiveness, and satisfaction.

While developing a software product, it is necessary to identify usability requirements systematically. This
includes usability indicators and software usage conditions. These conditions help to create project goals that are
appropriate for verifying the finished software product.

When designing software products, systems, services, and equipment, it is important to consider the
accessibility criterion. This criterion has an impact on the range of users who can easily utilise them. Accessibility is
a characteristic of software that enables people with a wider range of abilities to achieve the set goals in specific
conditions of use. Increasing accessibility can enhance the quality of usability and widen the range of users who can
use a system, product, equipment, or service.

Compliance with software product ergonomics standards is necessary for achieving an acceptable level of
accessibility in information systems. Planning for accessibility is an essential aspect of the design and development
process, which involves systematically defining accessibility requirements, measuring accessibility, and specifying
verification criteria for defined usage conditions. Defining accessibility is valuable due to the intricate interactions
between users, tasks, and other elements of the use case. Different groups of users with disabilities may experience
varying levels of accessibility when using a service, system, product or equipment in different use cases.

Standards in the field of usability testing for user interfaces contain guidelines for application and a
description of the requirements for assessing the user interface of an information system. Such standards govern the
quality of development and testing of user interfaces for software products.

The ergonomic principles for establishing a dialogue between users and an information system encompass
suitability to the task, informativeness, fulfillment of user expectations, learning capacity, controllability, error
tolerance, and individualization.

These principles facilitate the comprehension of software usability needs.

Human-centered design of interactive systems makes the existing research findings in ergonomics and
usability accessible, enabling their application in testing the user interface. It also complements existing design
methodologies and introduces the principle of a human-centered approach to designing information systems. This can
be implemented in various software development and design processes.

Analysis and correct interpretation of the obtained data are important parts of carrying out usability testing.
Quantitative data is suitable for identifying the most serious defects in an information system and for comparing
different interfaces. Measurement results can be influenced by human factors, which leads to the need for a more
detailed examination of the obtained information.

In the past, eye movements were studied using simple observations that required significant time to collect
and process the information obtained. Initially, the primary field of application for eye reaction information processing
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was the investigation of the psychological principles of human visual perception. Currently, the application of eye
reaction information processing has been rapidly expanded, following the development of powerful software tools for
processing various types of influences.

With regard to eye movement registration methods, two main groups can be distinguished: contact methods
that register the impact directly around or on the cornea with the aid of sensors, such as electro-oculography, photo-
optical, and electromagnetic methods; and non-contact methods, such as photoelectric, film, and video registration.

The electrooculography (EOG) method utilizes the inherent electrical properties of the eyeball. Due to the
cornea’s electrical positivity in relation to the retina, the eyeball is a dipole by its physical nature. As the electrical axis
of the eyeball aligns with the optical axis, it provides a method of tracking gaze direction. Alterations in the potential
difference between the cornea and the retina are identified through changes in the potential in the tissues bordering
the eyeball. Electrodes placed horizontally around the ocular cavity detect movements of the eye. The method has the
disadvantage of low resolution, but the advantage of low equipment cost. Eye movement recording does not disrupt
the natural conditions of the subject's visual activity, and it can be performed in light or dark conditions, with eyes
open or closed.

The photo-optical method involves directing a narrow beam of light at the eyeball, which is then reflected
from a miniature mirror mounted on it. The reflected beam enters the input of the photo-registering device. This
method's advantage is its high resolution. However, one disadvantage is the need to strictly fix the subject's head.
Registration must be carried out exclusively in a darkened room when using the contact method.

The contact electromagnetic method has the same high resolution but is more convenient when registering
the user's gaze. This method is based on the principle of changing the intensity of the electromagnetic field when the
distance between the emitter and the receiver changes. The emitter is fixed to the eyeball using a contact lens, central
suction cup or ring. The receiving coils are placed motionless around the subject's head. This method's advantage is
its high resolution, but its contact nature is a significant disadvantage.

The photoelectric method converts a beam of infrared light reflected from the cornea into an electrical
signal. This is a complicated and expensive method. It is worth noting that the last two methods are no longer in use.

The mouse-tracking method allows for the monitoring and recording of all user cursor movements on the
website. This enables tracking of user attention on the site, including their preferences, and the sequence in which
they engage with the page. Professionals can achieve impressive outcomes with this information [28]. The data is then
compiled into a special map highlighting the most popular areas. A screenshot is captured of the page under study and
superimposed with a map of mouse movements.

The mouse-tracking method offers several advantages, including a visual representation of user activity on
the site, high-quality usability testing, identification of weaknesses in the areas of the site where users spend less time,
low software cost, and increased conversion rates through targeted improvements based on reports. There are,
however, some disadvantages to this method. These include a large margin of error due to a possible mismatch
between the position of the mouse and the user's focus point. This can result from a delay between the user moving
the mouse and them actually looking at the corresponding point on the screen. Furthermore, this method is not able to
determine the emotions experienced by the user, as a visitor's attention may be attracted to something negative, even
if the emotion is not explicitly negative. In addition, this method can only be used for pre-existing websites.
Considering these limitations, the mouse-tracking method is recommended as one of several options for assessing
website usability, but not as the main method. Furthermore, it should be noted that this method is not the primary
means of evaluation. Rather, it is one of several evaluation methods that is most effective when used in conjunction
with eye-tracking [27].

Eye recording is currently in active use, but due to its high labour intensity, it has not been widely promoted.
Today, video motion recording has become popular as personal computers and digital video cameras are widely
available. A point source of infrared radiation illuminates the subject's eye when high-speed pictures are taken by an
infrared video camera. The position and size of the pupil, which appears as a dark oval in infrared rays, and the position
of the corneal glare, a reflection of the infrared light source on the cornea, are determined by image software. The
direction of the gaze is calculated by the system based on the vector connecting the corneal glare and the centre of the
pupil. This technique's non-contact nature and ability to record the amount of opening are its advantages.

Currently, the most commonly used method is eye-tracking based on video recording of the direction of
gaze. The primary components of such systems are one or more video cameras, appropriate software, and an infrared
light source [27, 28].

The eye-tracker method captures a person during the usability testing process using cameras. The captured
footage highlights the eyes and uses triangulation to determine each eye's position in space relative to the eye-tracker.
Using high-resolution cameras ensures accurate gaze direction determination. The frame rate and delay of camera
movements reveal how many images per second the camera captures and how long it takes for the images to be
available for further processing [29]. Calibration is carried out before testing because each person has unique
physiological eye characteristics. In order to obtain accurate and reproducible experimental data, it is necessary to use
correct and reliable calibration. During calibration, the participant is instructed to consistently fixate their gaze on a
series of calibration markers. Simultaneously, the eye-tracker records the pupil coordinates that correspond to the
positions of each calibration marker [1].
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Infrared light sources are directed towards the subject's eyes using projectors, enabling the determination
of gaze direction across various conditions. Since the human eye is not sensitive to infrared light, the subject does not
feel any discomfort. The cornea experiences glare or reflection due to the projector.

Two methods of infrared pupil illumination exist: the light pupil method and the dark pupil method. The
distinction between these methods is their relative illumination source location in relation to the camera. When the
infrared light is aligned parallel to the camera's optical axis, the eyes function as a secondary reflector of the light that
is projected and reflected off the retina, resulting in a light pupil effect analogous to the red-eye effect encountered in
photography. When the lighting source is not aligned with the camera’s optical axis, the secondary reflection from the
retina does not reach the camera, causing the pupil to appear black.

The gaze trajectory is determined by computing the vector between the pupil's center and the infrared light
source's reflection from the corneal surface. By knowing the eye's position in relation to the screen and the gaze
direction, the gaze point of the participant on the monitor screen is computed. The eye-tracker reads the gaze
trajectory's coordinates several dozen times per second, and if unchanged, the time is accumulated. Once the threshold
value, approximately 100 ms, is exceeded, the device registers a fixation. Because healthy people's eyes are
consistently moving, even when looking at a specific point, the gaze coordinates include a threshold radius (30-50
pixels). If the coordinate values remain within the specified circle, fixation continues. However, if they go beyond it,
a new fixation begins.

The heat map is the most commonly used type of eye-tracker data visualisation. Eye-tracker systems
provide heat maps, which report the frequency of gaze movements by subjects in different parts of the software,
presented as a page divided into colour-coded areas based on cursor movement statistics.

The above method enables calculating the gaze position with high accuracy, analyzing eye movement
trajectory, and determining the gaze direction. Eye-tracking technology is vital for scientific research on visual
perception processes or those employing visual stimulation. It is also useful for evaluating ergonomics and improving
software product interfaces.

The advantages of the eye-tracking method are: the ability to identify areas of increased user attention,
where the user's gaze was involuntarily delayed or returned several times, to reproduce the trajectory of gaze
movement, the sequence of gaze fixations and the delay time, to select the most successful location of interface
elements (buttons, images, etc.) in terms of user comfort, taking into account the user's needs, to set an algorithm that
helps users navigate the site, which allows you to create a more effective site design, to process the data received and
display several results. The disadvantages of eye tracking are Zones of increased attention can be formed for various
reasons, eye-tracking forms zones without determining the principle on which they are formed (necessary information,
design or location), misinterpretation of the received information can change the course of further development in the
wrong direction, if the user's gaze repeatedly returns to a certain part of the screen or there is a long fixation, Taking
into account the above-mentioned disadvantages of this method, it is proposed to combine usability testing methods
with other methods in order to increase the efficiency of software quality evaluation.

The analysis showed that both mouse tracking and eye tracking are very convenient and useful tools, and
it is rather pointless to oppose them. You just need to understand what you want to achieve and what parameters you
want to measure [23].

The paper [23] states that if there was a cursor in a certain place on the page, the visitor looked there with
a probability of 84%, and if he did not look at that place, there was no cursor there with a probability of 88%. However,
this does not mean that the cursor was everywhere the visitor looked. In other words, the heatmap of mouse movements
shows a part of what the user probably saw. Therefore, mouse movements cannot be used to estimate the temporal
parameters of information perception, including the sequence of this perception. In other words, there is a certain
correlation between cursor movement and gaze, but it is not entirely clear how significant it is and in which cases it
is applicable.

Eye-tracking's primary drawback is its high cost. This includes expensive equipment, hiring highly
qualified staff, and paying for respondents' recruitment and compensation. Yet, if we consider the type of data gathered
and its potential cost-saving outcomes, the research price is not excessively high. When compared to other methods,
eye-tracking offers a wider range of research possibilities. Mouse-tracking is limited to exploring websites and only
allows restricted analysis of software interfaces. However, eye-tracking enables the study of additional materials such
as design layouts and prototypes, printing, and commercials that don't require user interaction.

Testing layouts and prototypes is one of the most effective ways to employ eye-tracking. This method
enables error detection at the early stages of development, thereby reducing the cost of fixing them. While mouse-
tracking is limited to examining websites and application interfaces, eye-tracking can be utilised for examining design
layouts, prototypes, printing, commercials, and other materials that do not require any user interaction.

Figure 2 illustrates the findings from a comparative analysis of traditional testing methods, mouse-tracking
and eye-tracking.
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Fig. 2. Comparative analysis of software usability testing methods,
where 1 - traditional testing methods;
2 - mouse-tracking technology;
3 - eye-tracking technology.

We formulated a sample usability testing task for the tax service website, based on the previously mentioned
tasks:

1. Task. The task is to obtain personal information on the website. To access personal information, users

must log in to the individual's account.

1.1. Find your individual tax number.

1.2. Find information about taxable objects and view information about accrued taxes.

1.3. Determine the current status of tax accounts.

1.4. Find the series and number of an identity document.

1.5. Find information about certificates.

1.6. Find information about income from the income tax return.

2. Task. The objective is to retrieve reference information from the website. To obtain more information,
the user must download either a strengthened qualified electronic signature key or one of the two versions of a
strengthened unqualified electronic signature to their personal account on their computer.

2.1. Send a request for information about the status of payments.

2.2. File a complaint against an act of a tax authority of an abnormal nature.

2.3. Send an application for clarification of information about the objects.

2.4. Submit an application for property tax relief.

2.5. Send a request for information about the status of tax accounts.

3. Task. Task description. Notification of changes in personal information should be provided for
individuals. To report the presence of real estate or a vehicle, an unqualified electronic signature key must be created
and a verification key certificate obtained.

3.1. Notification of the tax service of the change of place of registration.

3.2. Notify the tax authorities of the ownership of real estate or a vehicle.

3.3 Notify of opening an account in a bank located outside the country.

3.4. To notify the tax authorities of failure to file personal income tax returns.

4. Task. Preparation of standard documents of an individual. To fill out and send
receipts/applications/declarations, the user needs to download a software program to fill them out on his/her computer.
Also, the generated document must be signed with an enhanced qualified or unqualified electronic signature from the
personal account before being sent to the tax authority.

4.1 Send a statement of receipt (non-receipt) of the social contribution.

4.2. Sendffill in the declaration online.

4.3. Send an application for confirmation of the right to receive property deductions.

4.4. Send an appeal to the tax authority.

5. Task. Payment of mandatory taxes by an individual. To pay bills, you are offered to download completed
receipts or make electronic payment through the services of partner credit institutions.

5.1. Pay off tax arrears.

5.2. Pay real estate tax.

5.3. Pay income tax.

5.4. Pay the state fee for registration of an individual entrepreneur.

6. Task. Addressing a personal question to the employees of the tax service of an individual.

6.1. Submit a free-form request.
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The developed test tasks cover some of the variations of the tasks set and show the main purposes of using
the tax service website.

The following were chosen as fixed usability metrics:

the time taken to complete a test task is used to determine the system's learning curve;

the presence of user errors, such as selecting menu items, changing environment settings that are not
required to solve the task, is used to determine the success of the task;

subjective user satisfaction will be assessed using a questionnaire, etc.

Additional questions asked to the test subject after completion of the test tasks form a subjective assessment
and reflect the test subject's general attitude to the website under test. This score depends on the user's subsequent
visits to the site. The formed test task allows to qualitatively and quantitatively evaluate the user interface of the tax
service website and determine the degree of usability of this resource [33].

Conclusions

This study explores the concept and definition of user interface usability in line with the standards of ergonomics
and human-system interaction. The study identifies three criteria, namely efficiency, productivity, and satisfaction, for assessing
usability. Obtaining a sufficient level of usability requires the application of standards in this area.

Furthermore, the article analyses the principal standards of user interface usability, which describe the requirements
for developing and testing an information system's user interface.

The study examines the characteristics of software quality assessment, namely functionality, reliability, practicality,
efficiency, support, and mobility.

The standards and criteria that are considered are used to develop the user interface. The design process's primary
stages and the significance of usability testing at each stage are analysed. The process comprises requirement identification for
the future system, system specification, implementation, verification, and system implementation and support. Usability testing
is a crucial feature of the technology being considered as it enables the direct identification of ergonomic issues during the
development stage of the user interface. This, in turn, will help reduce resource costs during system design.

The article explores the criteria used to assess the usability of both qualitative and quantitative methods. In this study,
we examine the quantitative method of tracking user actions, known as mouse-tracking. We identify the advantages and
disadvantages of this method.

The article also examines the technology behind the pupil capture method in eye-tracking. Nowadays, the most
commonly used technique relies on infrared light illumination to record a video of the gaze trajectory on the face. This technique
allows the subject to remain as natural as possible when working with the system under assessment. The document covers the
features of pupil capture, its quantitative indicators, the operating principle, and the technology's benefits. This study also
considers different types of visualisations for eye-tracking results, including gaze graphs, heat maps, bee swarms, cluster
analysis, and zones of interest. Although the method of eye-tracking has its limitations in usability testing, it is currently one of
the most effective among existing methods.

This study analyses the technological aspects of the eye-tracking method. This study identifies the features and
positive attributes of the eye-tracking method. The technology described enables the identification of weaknesses in the
development of a user interface. Comparing the predetermined usability criteria with the test results exposes issues of usability
in the design of the user interface. It has been established that it is highly important to conduct usability testing during the
development process to achieve high-quality software products. Characteristics identified through quality assessment determine
the final appearance of the product at the end of its development. Previously set tasks facilitated a fresh perspective on user
interface usability testing process.

We employed an analytical approach as a methodological basis that involves thoroughly considering the research
object. To obtain the data, we used comparative analysis and classification methods. Subsequently, we processed the results
using standard statistical methods.

We examined the primary challenges that arise when evaluating usability qualities during various testing methods,
including the survey, mouse-tracker, and eye-tracker methods. It was found that mouse-tracking technology enables the
examination of websites and, to a certain extent, application interfaces. Eye-tracking technology, on the other hand, is useful in
the study of design layouts, prototypes, printing, commercials, and other user-inactive materials.

To provide a detailed analysis of the research topic, we examined the user's ergonomic interactions with the
information system, specifically with the web resource. The main user categories were analyzed according to gender, age,
physical and psychological condition, and citizenship. Special attention was given to establishing quality assessment criteria
based on existing standards.

According to domestic and foreign studies, the modern gaze-tracking based method for usability testing is more
effective as it provides both significant quantitative and qualitative results in a single testing session.

The results of the usability testing demonstrate the qualitative differences between mouse and eye-tracking. In the
usability testing, it was discovered that the use of eye-tracking method facilitates the acquisition of more qualitative and
quantitative data about the software product than mouse tracking, revealing more detailed information about the test subject's
attitude towards the website interface. Nonetheless, in situations where it is necessary to comprehend the intentions rather than
the subconscious behaviour of customers, which can be subjective and deceitful, mouse-tracking can provide more valuable
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information. The integrated eye-tracking testing method is highly efficient for software interface testing as it includes data
obtained from other usability testing methods.

Empirically obtained data accurately and extensively described the eye-tracker assisted testing features, revealing
the problem in the best possible way. Considering these characteristics in detail indicates that they are optimal and can be
supplemented by other methods, depending on the usability testing goal. Eye-tracking technology has a high volume capacity
for system usability analysis, making it relevant for designing and implementing software products.

To optimize and rationalize website development processes, it is crucial to employ modern usability technologies
and tools. This research provides a comprehensive study on theoretical and practical aspects of improving software quality
through the direction of usability testing. It presents a comparative analysis of the effectiveness of traditional manual approaches
versus the latest advances in mouse-tracking and eye-tracking technologies in ensuring software quality.
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PRIMARY-BASED SPECTRAL BLOOM FILTER FOR THE ENSURING
CONSISTENCY IN DISTRIBUTED DOCUMENT-BASED NoSQL DATABASES USING
ACTIVE ANTI-ENTROPY MECHANISM

The purpose of this work is to compare the existing methods of forming the Spectral Bloom filter using hash functions and
the proposed method using prime numbers. The proposed method allows obtaining snapshots from documents that can be used to
maintain data consistency in distributed document-oriented NoSQL databases as part of the Active Anti-Entropy mechanism. Data
consistency is an important and challenging task due to the need for horizontal scaling of information systems. Neglecting this can
lead to material or even human losses, since digitalization covers absolutely all spheres of human activity and there is a need for
distributed processing and storage of information.

Consistency can be ensured in various ways, including an architectural approach and Active Anti-Entropy mechanisms. The
architectural approach refers to centralized write operations that are distributed to secondary nodes. Accordingly, read operations
take place from secondary nodes. This approach is not flexible, as it requires stable and fast communication with the central node,
which is not always possible.

The Active Anti-Entropy mechanism is a background process that checks the consistency of data between nodes using
special snapshots that can be obtained using hash functions or such a data structure as a Merkle Tree. Using the latter is ideal for
checking the consistency of entire data sets, but for mission-critical data, this solution is not suitable. The probability of collisions or
the computational cost can lead to inconsistency of the entire data set and this requires a special solution for critical data.

The proposed method makes it possible to obtain the Spectral Bloom filter from the original data set faster. In addition, it
has higher collision resistance compared to the use of hash functions, which allows faster identification of inconsistencies in documents
stored on different nodes.

Keywords: NoSQL, document-oriented databases, distributed databases, Spectral Bloom filter, consistency, Active Anti-
Entropy
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CHEKTPAJILHU ®LIbTP BJIYMA HA OCHOBI ITPOCTUX YACEJ 151
BUKOPUCTAHHS B ACTIVE-ANTI ENTROPY MEXAHI3MI V3T OJKEHHSI
JTAHUX Y PO3NOIUIEHIN JOKYMEHTOOPICHTOBAHIN HEPEJSILIAHIN BA3I
TAHUX

MeToro faHoi poboTv € rOPIBHIHHS ICHYOYMX METOLIB QOPMYBAHHS CEKTPA/IbHOMO GlibTpa briymMa 3 BUKOPUCTAHHIM Xelu-
QYHKUIV Ta 3aMpPOrIOHOBaHOIO METOAY 3 BUKOPUCTAHHIM POCTUX YUCES. 3arporoHOBaHmi METoq AO03BOJISE OTPUMATHU 3HIMKU 3
JOKYMEHTIB, SIKi MOXHA BUKOPUCTOBYBATU /151 MIATPUMKN Y3rOMKEHOCTI AaHNUX B PO3ITOAINEHNX JOKYMEHTOOpIEHTOBaHNX NOSQL 6a3ax
A3HNX K YacTuHy MexaHismy Active Anti-Entropy. Y3romkeHicTe faHnx € BaX/mMBOKW Ta CK/IGAHOK 3aAaqver0 Yepe3 HEeOoOXigHICTb
TOPU3OHTASILHOMO MACLITABYBaHHS [HPHOPMALIIHUX CUCTEM. HEXTYBaHHS UMM MOXE pu3BOAUTH [O MATEDI/IbHUX abo HaBiTb
JIOLCEKMX BTPAT, OCKITIbKY LNGPOBIZALIS OXOIJ/TIOE a6COMIIOTHO BCi Cihepu AiSTIbHOCTI JII0AMHY | € HEOOXIAHICTB Y PO3MOAIIEHIT 06pO6LI
78 36€epiraHHi iH@opmadii.

KOHCUCTEHTHICTL MOXE 3a6€3r1eYyBaTUCh DI3HUMU LLSIIXaMY, CEPEL SKUX apXiTEKTypHm nigxig 1a Active Anti-Entropy
MeXaH3mu. 14 apXITEKTYPHUM MIAX0OLOM MAETbCA Ha yBa3l LUEHTPA/T30BaHI ONEPAaLlii 3arncy, sKi pO3roBCOAXKYIOTECA 40 APYrOPSAHNX
By3/1iB. BIAroBiaHO onepawii YuTaHHS BigOyBaloTbCS 3 APYIOPSAHUX BY3JIB. [aHmi rigxig He € rHy4YkuM, OCKITbKM BUMArae
CTabifIbHOro Ta LWBHAKOIrO 38 53Ky 3 LIEHTPA/IbHUM BY3/10M, LUYO HE 3aBXAN MOX/TNBO.

Active Anti-Entropy MexaHi3M rpesacTaB/Ise oo GOHOBUI MPOLEC, KM NEPEBIPSE Y3rOAKEHICTb JaHUX MDK BY3/1aMu
BUKOPHCTOBYOYM CrIELIalbHI 3HIMKY, SKI MOXYTb 6YTU OTPUMAHI 3 BUKOPUCTaHHSIM XELL-@YHKLIM 60 Takoi CTpYKTypu Aarnx sk Merkle
Tree. BukopucTaHHs OCTaHHLOIO [A€a/IbHO MIAX0ANTL V1S EPEBIPKU Y3rOMKEHOCTI LiMX HabopiB AaHuX, ane A/ KpUTUYHO
BaXJ/mBuX faHnx Le pILLIEHHS HE ITiAX04NTb. ///vMOB/,'DH/'CTb KO3 abo O6YNCTIIOBA/IbHI BUTPATU MOXYTb [IPU3BOAUTU O
HEY3rOMKEHOCTT Li/Ioro Habopy AarnXx I Lie BUMArae CrieLiasibHoro PileHHs A/151 KDUTUYHO BaXX/INBUX AaHUX.

3anporoHoBarmi METOS A03BOJISE WBUALLE OTPUMYBATU CIEKTPASIbHI QinibTp b/lyMa 3 BUXigHoro Habopy garmx. OKpiM
LbOro, BiH MAE BULLY KOJI3IWIHY CTIVIKICTb B IODIBHSHHI 3 BUKODHUCTAHHSIM XELI-QYHKUIM, O JO3BOJISE LWBMALIE [AEHTUQDIKYBATH
HEY3rOMKEHICTb OKYMEHTIB, 5IKI 36EpIratoTbCs Ha Pi3HUX By3/1ax.

Kimto4oBi cr1oBa: HepensuiviHi 6asn AaHnx, AOKYMEHTOOPIEHTOBAaHI 6a3u AaHnX, PO3IOLINIEH! 6a3u JaHNX, CrIEKTDA/IbH
@inbTp briyma, y3romkeHicTs gaHnx, Active Anti-Entropy TexHosoris

Introduction

Distributed databases need special mechanisms that could ensure the necessary level of data consistency
between replicas. Some modern databases solve this through architectural solutions. For example, a database like
MongoDB uses a centralized approach for all write operations, while read operations are performed through replicas.

There is also a decentralized approach, in which there is no master node, and its functions are distributed
among all replicas of the system. Cassandra and Riak work according to this principle. Riak, in turn, has several
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additional mechanisms: Active Anti Entropy and Read Repair. Riak's Active-Anti Entropy technology is a background
process that uses Merkle Tree to identify data inconsistencies. The identifiers received on different nodes in the form
of hash values are compared with each other, which allows you to start the reconciliation process if necessary.

There are also some other methods of maintaining consistency that are a kind of centralized approach. For
example, a transaction clock receives all transactions and merges them into a resulting transaction that is sent to the
replicas. The advantage is that the resulting transaction will have the latest update and the number of writes to the
database is optimized [1].

Related Works

Bloom Filter is a probabilistic data structure that is designed to check the presence of an element in a set. A
filter consists of an array of values that take the value 1 or 0. To form the filter, hash functions are used that determine
the elements of the array that will have the value 1. The size of the filter and the hash functions can be configured
depending on the context of the task.

There are different variations of this data structure: Distributed Bloom Filter, Spectral Bloom Filter, Space-
Code Bloom Filter. Each of these variants has its own differences and specific applications.

The Distributed Bloom Filter is a probabilistic data structure designed for distributed systems that require
fast synchronization both spatially and temporally. This is achieved by sending a filter by each node with its ID to
another node in the system, which results in a change in the probability of data replication. It should be noted that the
probability of a false positive result decreases with an increase in the total number of nodes [2].

SCBF achieves a good compromise between counting accuracy and the number of bits used for counting. It
represents a multiset, extending the capabilities of the traditional Bloom filter to represent a set. Given an element X,
it not only allows you to check whether x is in the multiset, but also counts the number of occurrences of x. SCBF has
several important usages in network measurement. For example, traffic measurement by flow for traffic design and
anomaly detection [3].

Spectral Bloom Filter replaces a vector of bits with a vector of counters. Counters are positive natural
numbers that have leading zeros. When calculating the position in the data vector, the corresponding counter is
increased by one. Deleting an element proceeds in a similar way, but by subtracting 1 from the related counters [4].

Any hash function can be used for hashing, but since they can be combined and there is a limit of the size of
the Bloom filter, it is difficult to calculate the probability of collisions. Even using an algorithm like PH-2, which is
not a cryptographic algorithm and clearly defines collision situations, does not guarantee an optimal allocation [5].

The method of forming the Spectral Bloom filter using simple numbers

The Active-Anti Entropy mechanism is a background process of data reconciliation in distributed databases.
The use of the Bloom filter to solve this problem is due to a convenient algorithm for forming a snapshot, which can
be used to compare critically important documents that are located on different nodes of a distributed database.

To be used in the Active-Anti-Entropy mechanism, the Bloom filter must meet certain requirements:

1) low probability of collisions;

2) high speed of calculation;

3) small size.
Each of the above-mentioned components has an impact on the others, which requires the search for an optimal
solution.

In the context of the task to support consistency between nodes of a distributed document-oriented database,
the spectral Bloom filter is a set of eight non-negative integers. Each number is a counter that increases by one each
time it is accessed. At the very beginning, the values of all counters are 0.

Access to a certain element is as follows:

1) represent the document as bytes;

2) each byte is converted to an unsigned integer;

3) division by modulo of each number by a set of prime numbers from 2 to 17 inclusive. If the remainder
during division is zero, then the corresponding element in the Bloom filter is increased by one. If the number was not
divided by any prime number from the set, then the last element of the filter is incremented by one;

4) if the number is not divisible by any prime number, then the last counter is increased:;

5) if an integer overflow of the counter occurs, it is reset to zero.

Figure 1 shows the filter formation algorithm for a document consisting of 3x bytes. This document size was
chosen for ease of visualization.
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Fig. 1. Prime-based algorithm to produce Spectral Bloom filter

Experiments

The experimental procedure for comparing collision resistance consists of randomly generating input data of

a fixed length and a certain step. The amount of data is 100,000. Test data are ASCII characters used to represent an
information. The dependent variable in this case is the number of unique Spectral Bloom filters, and the independent
variable is the amount of data. MD5, SHA1 and SHA256 were selected as hash functions, which are cryptographic
functions and should ensure an even distribution of hash values.

Algorithm of forming a filter using a hash function:
1) present the document in the form of bytes;
2) hash each byte;
3) represent each hash as an unsigned integer;
4) fill the filter using the modulo division operation.
Figure 2 shows a visualization of the results obtained when generating 100,000 random data with a size of

100 to 450 bytes and a step of 50 bytes.
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Fig. 2. Unique Spectral Bloom filters from 100,000 random data from 100 to 450 bytes and step 50
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Figure 3 shows a visualization of the results obtained when generating 100,000 random data with a size from
to 174 bytes and a step of 1 byte.
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Fig. 3 - Unique Spectral Bloom filters from 100,000 random data from 5 to 174 bytes and step 1

Figures 2 and 3 show that the Prime-based Spectral Bloom filter has higher collision resistance and more

quickly approaches the expected value under the given experimental conditions.

To compare the filter calculation speed, the test procedure will be the same as the previous one, but the

number of filter calculation iterations for the generated test set is 100. Statistical tools such as arithmetic mean, median,
minimum and maximum value will be used to evaluate the methods. The dependent variable in this case is the time
required to form the filters.

Figure 4 shows a chart of the arithmetic mean value for data of different lengths.
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Fig. 4. Mean of elapsed time to get 100 prime-based spectral Bloom filters
Figure 5 shows a chart of the median for data of different lengths.
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Fig. 5. Median of elapsed time to get 100 prime-based spectral Bloom filters
Figure 6 shows a chart of the minimum value for data of different lengths.
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Fig. 6. Min of elapsed time to get 100 prime-based spectral Bloom filters

Figure 7 shows a chart of the maximum value for data of different lengths.
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Fig. 7. Max of elapsed time to get 100 prime-based spectral Bloom filters

Figures 4, 5, 6 and 7 show that the time required for the formation of filters is shorter and varies in proportion
to the values of the independent variable.

Conclusions

Thus, the proposed method of forming the Spectral Bloom filter has a number of advantages for its use in the
data reconciliation process. The small size of the filter allows it to be easily transported between nodes of a distributed
database to check the consistency of critical documents, and the time to create it allows for quick creation of the filter
from source documents. Also, it is more resistant to collisions compared to forming a filter using hash functions.

The further direction of the work is related to the design of the Active Anti-Entropy mechanism using the
proposed method for maintaining the consistency of critical data in distributed document-oriented NoSQL databases
and its effectiveness evaluation.
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CONSTRUCTIVE-SYNTHESIZING MODELING OF NATURAL LANGUAGE TEXTS

Means for solving the problem of establishing the natural language texts authorship were developed. Theoretical tools
consist of a constructors set was developed on the basis of structural and production modeling. These constructors are presented in
this work. Some results of experimental studies based on this approach have been published in previous works by the author, the
main results should be published in the next ones.

Constructors developed: converter of natural language text into tagged, tagged text into a formal stochastic grammar and
the authors style similarity degree establishment of two natural language works based on the coincidence of the corresponding
stochastic grammars (their substitution rules).

In this paper, constructors are developed and presented that model a natural language text in the form of a stochastic
grammar that displays the structures of sentences in it. This approach allows you to highlight the syntactic features of the construction
of phrases by the author, which is a characteristic of his speech. Working with a sentence as a unit of text for analyzing its construction
will allow you to more accurately capture the author's style in terms of the words use, their sequences and speech style characteristic.
It allows you not to be tied to specific parts of speech, but reveals the general logic of constructing phrases, which can be more
informative in terms of the author’s style characteristics for any text.

The presented work is a theoretical basis for solving the problems of the text authorship establishing and identifying
borrowings. Experimental studies have also been carried out. The statistical similarity of solutions to the problems of establishing
authorship and identifying borrowings was experimentally revealed, which will be presented in the next article of the authors.

The proposed approach makes it possible to highlight the semantic features of the author's phrases construction, which is
a characteristic of his speech. Working with a sentence as a unit of text to analyze its construction will allow you to more accurately
determine the author's style in terms of the use of words, their sequences and characteristic language constructions. Allows not to
be attached to specific parts of speech, but reveals the general logic of building phrases.

It is planned to use the created model in the future to determine the authorship of natural language texts of various
directions: fiction and technical literature.

Keywords: natural language texts, constructive-synthesizing modeling, establishing authorship, formal grammars, stochastic
grammars, text models

Bixrop IIMHKAPEHKO, Inna IEMWIOBUY

VkpalHCBKUI Iep>KaBHUI YHIBEPCHTET HAyKU Ta TEXHOJIOTIi

KOHCTPYKTUBHO-TIPOJAYKIIIHE MOJEJIOBAHHS
MPUPOITHLOMOBHHUX TEKCTIB

Po3pobrieHi 3acobm 4715 BUPILLIEHHS 3a4a4i BCTAHOB/IEHHS] aBTOPCTBA [PUPOAHbOMOBHUX TEKCTIB. TeopetwyHi 3acobu
CKNIAAIOTECA 3 KOMIIEKCY KOHCTDYKTODIB PO3POBTIEHMX HA OCHOBI KOHCTDYKTUBHO-NPOAYKUIVIHOIO MOAEMOBaHHS. Came i
KOHCTPYKTOPM MPEACTAB/IEHI B AaHHIU po6OTI. [EsKi pe3yibTati eKCrIEPUMEHTAIbHUX AOCTIKEHb OCHOBAHNX Ha LIbOMY TiAX041
ory6/1ikoBaHI B roNEPEAHIX pob0Tax aBToOPIB, OCHOBHI pe3y/ibTaTv MaroTe 6yTv Orly6/1iKOBaHI B HACTYITHUX.

Po3pob6rieHi KOHCTPYKTOPHU. MEPETBOPIOBAY PUPOLAHLOMOBHOIMO TEKCTY HA TEOBAHWY, TErOBaHOIMO TEKCTY ¥ @OpMaribHy
CTOXacTu4Hy rpamMaTvky 7a BCTAHOB/IEHHS CTYIEHIO CXOXKOCTI CTU/IO aBTOPIB ABOX MPUPOAHbOMOBHUX TBOPIB 3a 36iroM BIAMOBIAHNX
CTOXacTn4HuX rpamatk (ix npasusi rigcTaHoBKM,).

Y crarTi po3pobrieHo Ta rpeACTasneEHO KOHCTPYKTOpH, SIKi MOAE/IIOIOTb TEKCT MPUPOAHOI MOBOI Yy BUI/ISAI CTOXaCTUYHOI
rpamaTviky, LYo BIAOOPAXAE CTPYKTYPH PEYEHD ¥ HbOMY. Takui rigxig A03BOJISE BUAITNTU CUHTAKCHYHI OCOB/IMBOCTI 106yA0Bu @pa3
aBTOPOM, O € XaPaKTEPUCTHUKOIO HOIro MOBJIEHHS. Po6OTAa 3 PEYEHHSIM K OANHULIEID TEKCTY A/1S aHa/l3y Moro robyaosu 403BO/IUTL
TOYHILLE B/IOBUTU CTU/Ib aBTOPA 3 TOYKU 30PY BXXUBAHHS C/1iB, IX MOC/IHOBHOCTI T8 XapaKTEPUCTUKU CTU/IIO MOBJIEHHS. BiH [03B0/ISE
He ripuB 3yBaTnCs 40 KOHKPETHNX YaCTUH MOBM, & PO3KDUBAE 3arasibHy /10Ky nobyA08u @pas, o Moxe 6yt OifibLL HPOPMaTUBHIM
3 TOYKU 30py XaPaKTEPUCTUKU CTUIIO aBTOPAa A4/15 BYAb-5IKOrO TEKCTY.

llpeacrasrnieHa poboTa € TEOPETUYHUM [TIATPYHTIM /151 BUPILIEHHS [PO6/IEM BCTAHOBJ/IEHHS AaBTOPCTBA TEKCTy Ta
[AeHTUIKaLIT 3ar103n4eHb. TaKox Oy MPOBEAEHI EKCIIEPUMEHTAE/IbHI AOC/TIKEHHS. EKCIEPUMEHTE/IBHO BUSIB/IEHO CTaTUCTUYHY
CXOXICTb PO3BA3KIB 334a4 BCTaHOB/ICHHS aBTOPCTBA Ta iAeHTU@IKaLii 3aro3ndeHs, Lo 6yae MpeacTaBieH0 B HACTYIHIM CTaTTi
aBTopIB.

3anporoHoBarmiA rigxig A03BOSISE BUZITUTU CEMAHTUYHI 0COBIMBOCTI 1106y40B1 @pa3z aBTOPOM, LYO € XaPaKTEPHUCTUKOK
HOro MosJ/ieHHs. PobOTa 3 DEYEHHSIM, SIK I3 OQUHMLEID TEKCTY A/1S aHasli3y Moro nobyaosu, [03BO/UTL Gifibl TOYHO BUSHAYUTH
aBTOPCLKMY CTWIb Y YacTuHI BUKODUCTaHHS /1B, X MOCITAOBHOCTEN | XapakTEPHUX MOBHUX KOHCTPYKUM. [lo3Bonise He
1IpUBA3yBaTUCL A0 KOHKPETHUX YacTuH MOBY, @ BUSIB/ISIE 3arallbHy JIOriKy MobyAoBu @pas.

CTBOpeHy MOAE/b N/IGHYETLCS BUKOPUCTOBYBATU B IO4A/ILLLIOMY /IS BU3HAYEHHS aBTOPCTBAE IPUPOAHOMOBHUX TEKCTIB
PIBHOIo CripsiMyBaHHs1: XyAOXHbOI Ta TEXHIYHOI JIITEpaTypu.

Kmto4oBi  cr10Ba:  pUpoAHLOMOBHI  TEKCTH,  KOHCTDYKTUBHO-IDOAYKLIVIHE MOAE/NOBAHHS], BCTaHOB/IEHHS AaBTOPCTBA,
@opmarsibHIi rpamaTvuky, CTOXacTUHECKHE rpaMmMaTiku, MOAE/ TEKCTIB

Introduction

The work develops an approach to the construction formalization proposed by the author by the constructive
modeling means. This approach allows you to highlight the semantic features of the author's phrases construction,
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which is a characteristic of his speech. The use of the developed model is assumed in the field of determining the texts
authorship and identifying borrowed ones.

This approach to text analysis is promising, due to the presence of each person's own style and approach to
constructing phrases. People communication by means of natural language texts is carried out with the use of not
individual words, but expressed, sentences. A sentence as a sequence of individual words meanings is a new unit with
a set of semantic values inherent only to it, among which there are also those that are not considered direct derivatives
of the existing sentence composition, which is due to the peculiarity of its construction.

Modeling speech communication, in its entirety transmitted with the help of information language, is
impossible without studying the features of the sentence structure. This aspect study of syntactic structures is
important, in addition to purely linguistic tasks, for understanding the features and regularities of a person's mental
activity.

Related works

The main text studies and methods of its formalization mostly work with words or their short sequences, and
only a small part of the studies are based on the sentence as a unit of the text.

Widespread methods that investigate the test based on symbols or their sequence of some length [7] or
separately words [8] and their sequences [6], work with lemmas [9] or parts of speech [10]. However, such an approach
does not always adequately reflect the peculiarities of the text under study and the author's style.

The approach to the sentence as a text unit opens up new opportunities for work, since the peculiarities of its
construction and the analysis of the words used within one sentence can serve as an additional source of information
about the author [13]. Similar approaches were used for context research [11], working with the author’s mood
research [12], in terms of a deeper understanding of the text [14]. Many studies also testify to the importance of
considering the sentence as a single unit, rather than a collection of individual words [15], the importance of their
order [16] and the general context [17].

Currently, there are many approaches to building models proposed [18, 19]. The most popular methods are
the use of trees [20] and the construction of various neural networks [23, 24]. However, the most universal tool has
not yet been found [22].

Such approaches are most widespread in the field of work with artificial intelligence in terms of text
recognition and understanding, which largely confirms the necessity and relevance of using a separate sentence as a
unit of text structure.

The processes of texts authorship identifying using the constructive-production modeling

Generalized designer

Development of a constructive-synthesizing approach to solving the problem of technical text authorship
establishing. The generalized constructor is a triple called C; [2]

Ce =(M,ZA ),

where M — the non-homogeneous carrier of the structure, which expands during the construction process;Z —
is the operations and relations signature, that consisting of binding, substitution and derivation operations, operations
on attributes, and a substitution relation; A — construction information support (CIS).

According to A [2] the wl form with attribute w is called a set of terminals and non-terminals that are united
by binding operations. The developed constructors use a single binding operation (and relationship) - concatenation.
A form that contains only terminals is called a construction. Constructions are formed by derivation from the initial
non-terminal, substitution operations and operations on attributes, and generalized partial and full derivation
operations.

The operation of partial derivation (| =€ X,) consists of choosing a suitable substitution rule from their set,
performing this substitution and performing operations on the attributes corresponding to the selected rule in a certain
sequence.

The operation of complete derivation (or simply derivation, || =€ Xp) consists of the sequential execution
of the operation of partial derivation, starting from the initial nonterminal and ending with the construction.

To form structures, it is necessary to perform several clarifying transformations of constructors:

- specialization — defines the subject area: the semantic nature of the medium, the finite set of
operations and their semantics, the operations attributes, the order of their execution and restrictions on substitution
rules;

- interpretation — consists in connecting the operations of the signature with the execution algorithms
of some algorithmic designer;

- concretization — expansion of axiomatics by production rules set, specific sets assignment of non-
terminal and terminal symbols with their attributes and, if necessary, attribute values;

- implementation — formation of a structure from the constructor carrier elements by performing
algorithms related to signature operations.
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Constructor-converter of natural language text into a tagged text

The purpose of construction is to convert technical text into tagged text. For each word in a sentence, its
attribute is determined in the composition: part of speech (pos), number (num) and gender (gen). Consider the
specialization of the designer:

C=(M2,A) s Cp={(Mp,Zp,Ap),

where Mp — a carrier that includes terminal and non-terminal alphabets, initial and tagged texts, as well as a
set of production rules P, separate rules yi:<s; gi>, where i — rule number, s;— is a sequence of substitution relations,
gi — is a sequence of operations on attributes, X — operations and connections for elements Mp; CIS Ap D A.

The following provisions are included in CIS Ap.

Signature X contains the signature of specific binding operations and attribute operations.

The terminals T include symbols and words of the Ukrainian language, denoted as * - letters that can be used
to form words, * — space, * — end-of-sentence symbols, L — end-of-text symbol, W; ;, - the j-th word in the i-th
sentence. The first word of each sentence will additionally store information about its length I, and the first word of
the text will store the number of words in the longest sentence, max, and the total number of sentences in the text, S.
Non-terminals N = {o, 1, €} — auxiliary elements, where ¢ is the symbol 'empty'.

The following attribute operations are presented.

The operation © (word, ends,pos J word) € Xp — defines the part of speech pos for the word ‘word',
which can take one of the following values: verb (v), noun (n), numeral (nume), pronoun (pron), adjective (adj),
conjunction (conj), adverb (adv), preposition (prep), verb adverb (v_adv), interjection and particle (frac), verb
adjective (v_adj).

The operation ® (word, ends, numJ word) € X — determines the number num for the word ‘word’, which
can be singular (sing) or plural (plur).

The operation ©@(word, ends, gend word) € X, — determines the gender (gen) for the word 'word’, which
can take one of the following values: feminine (f), masculine (m), and neuter (n).

Each of these operations compares the word with all elements of ‘ends' - corresponding lists of endings [5].
If there is a match with a specific ending, a result is formed, and the parameters pos, num, and gen are assigned
corresponding values.

The operation = (a, b) € Xp — assigns the value b to the variable a.

The operation +(c,a,b) € Xp —addsc = a + b.

The Comparison operation <>(a,b,c,d) € X» — compares a with b. If a is greater, then the nested operation ¢
is executed; if it is smaller, then d is executed.

Interpretation of the designer
Let's form a constructive system from the SR designer, as an elemental design base, and the SA algorithmic
designer, as a model-executor of the design.

(Cp = (Mp, Zp, Ap), Cp = (M, Vg, 24, A4) ) 19 (Cppr = My, 21, A4y),
where V, = {Ai |;’l } — set of forming algorithms in the basic algorithmic structure, X;and Y;—possible input

and output data of the algorithm 4; |;"i, M,>o U (X(A4; YUY(4;)) — carrier of the algorithmic structure, XA —

A; €EVy
a set of algorithm binding operations, Ax— CIS, Q(Ca) — set of algorithms constructed in Ca[2], M; = Mp U M, X} =
Ardj no_ " " " " d
UL, M=ap 0, {(Aolyy 47 )i (Aulhs 47 = ") (Aally 4712 (4312 1= D) (Aalriins 4
W d | non d | w W Wy d yn "
O"); (Aslpariwerd 37 @"); (Asldomsoone 47 @) (4718 " ="); (Aglp d " +7); (Asly 7 <> ")}
Structure Cp,; contains algorithms for performing operations:
- Adjﬁj}’ — is an algorithms composition, A; - A; — sequential execution of algorithm A; after A;;
- A |f‘si —is a substitution, where | — current form, s; — s the rule to be executed;
- A, |} —is a partial output, where ¥ — is the set of production rules to be executed;
- A3|}y — is a complete derivation, where ¢ — is an axiom, ¥ — is a set of production rules, Q — is a set of
formed constructions;

- Ay|Posdword s 4 definition for the word of its language part pos;

word,ends
- Ag|Mimdword i a definition for the word of its number num;
- Ag|9maword s a definition for the word of its gender gen;

- A, | —is an assignment of the value b to variable a;
- Aglg,p —isadding c = a + b;
- A9|Z,: — execution of action c or d based on the result of comparing a and b.
When specifying Cp,4; the following is parameterized:
Cpar Pk Cpaix (TT) = (M, Z, Ak),
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where Ax oA, U {My, = T UN} U A,. TT is a technical text submitted for analysis.

In the substitution rules yi:<s; gi> the sequence of substitution relations s; consists of the relation s; ; — analysis
of the TT, si> — formation of a words’ set W; ; with their attributes. Operations g;; are performed after execution of s;
and before s ..

Initial construction conditions: o —a non-terminal from which the derivation begins and the initial values
max=1,i=landj=1.

Construction completion condition: all incoming text is tagged.

In the first rule, the parsing of the text and the formation of the first element in the tagged text W; ; begins

s =(0—>n, W;; - €).
Parsing occurs from one character to the next with its rewriting in W; ; for further tagging
sp=(noxm, Wy —x W),

When a space or end-of-sentence mark is reached, a tagging determination is made for the word and the next

word is passed
s3=(n =%, €).

The operations ©, ®, and (@ in attribute operations determine the part of speech, number, and gender of a
word, respectively. The transition to the next word in the sentence occurs. The flag "done" for each word is set to
position 0, and it will be used later for rule formation

g3 = (O (W;;,pos d W;;), ® (W, j,num d W,;), ® (W, , gen d W;;),= (done d W;;,0),+(,1,/) ).

The rule s4is applied when the end of the sentence is reached, and like the previous rule, the tagging for the
word is determined and the next sentence is passed. A transition to the next word is performed. The length of each
sentence is calculated and set and stored as an attribute of its first word. The maximum sentence length is determined
as an attribute of the very first word in the text. Along with this, to mark the end of the sentence, L(W;; = 1) will be
written to its final position. This is necessary for the correct operation of the following constructor

S4- = <77 dd g, ) '
9 ={O (Wi j,pos dW;;), ® (W j,num JW;;), ® (W;;,gen d W;;), = (1d Wy, j), <>
(j,max d Wy, = (max d Wy ,,j),€),= (done d W;;,0), +(,1,)),= (W;;, L), = (,1), +(, 1,0 ).

The last rule is used when the end of the text is reached and is final. The am attribute of the first word stores

the total number of sentences in the text
SS = (77 —>J_, 3 ) ’
gs = (= (am d Wy4,0)).

Realization

The constructor implementation is the language constructions formation from its carrier elements through

the algorithm’s execution related to signature operations according to the rules of substitution:
B Crak ™ Q(Cpark (TT)),

where 2(Cpak(TT)) = 2(Cpax(TT)). 2 — all possible outcomes of the constructor, however, since the
generated constructor is based on a specific text, the resulting processed text Q will be the only possible outcome.
As a result of the constructor implementation, the processed text with tagged words as Q(Cpax (TT)) was received.

For example, let's take the sentence «HopHi rpaTu po3naHaxamm He00. UepBOHO-pOKEBE BOHO TSHYIIO,
manmioy». The result of the designer's work will look like this:

W1,1 = adj,plur,—qopHi; W1,2 =n,plur,~ 'PATH; W1,3 =yv,plur,— PO3MNaHaxaJsI; W1,4 =n,singn Heb60;
W1 =
adj,sing,nqepBOHO — POXKEBE; WZ,Z =pr.singn BOHO; W2,3 =v,singn TAHYJO; W2,4 =v,sing;n MAaHWJIO

Tagged text constructor-converter into formal substitution rules set with a probability measure

The purpose of construction is to build a stochastic constructor rule that formalizes the syntactic component
of the technical text.

The initial construction condition is the implementation of the Cp constructor — the tagged text Tg obtained
as a result of the constructor implementation Cpax — Q(Cp (TT)).

Construction completion condition: each sentence of the tagged text is converted into a corresponding set
of rules Q(Cr (R)), which happens under the condition t5 = true, which is set when the last word of the longest
sentence in the text is reached. This will serve as an indication that all other words in the text have already been
processed and the rule building process is complete.

The designer has the following specialization:

C=(MZ2A) sv Cr(Tg) =(My,2r, A7),
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where M, — is a carrier that includes tagged text Tg, X — operations and relationships on elements M, and
axiomatics Ax.

The operation % (r, a, b) — checking that the attributes posda, numda, genda of element match the attributes
posdb, numdb, gendb of element b, where a and b are tagged words. If there is a complete match, the result is 1,
otherwise - 0.

The operation &(y, x1,x2) — is a logical and with an unlimited number of operands y = x1 and x2 and ...;

A loop operation o (a,c) — where a — is a condition, ¢ — is an operation performed while the condition is
valid;

The operation —(c,a,b) —is equal to c = a - b in infixed form;

The operation : (c,a,b) —is equal to ¢ = a : b in infixed form, division of real numbers;

The operation <(r,a,b) — iS a comparing a < b with saving the result in r.

Interpreting the C; constructor using the same algorithmic constructor C,:

(Cr, Cy) o (Cqp = Myy, Zpy, Apy),

Mq; — algorithmic structure for the formation of a stochastic constructor from tagged text, X, — algorithm
linking operations, Ap; D A; U A; U A,.

Ay = {(A1o|z,b 4= ")5 (A11|£,b d "&")i (A12|z,b 4" - ")2 (A13|a,b 4" ")2 (A14|7(;_,b d"< ")- } .

The Cy4; structure includes the following algorithms:

- Ay, A, Ay, As, Ay, Ag, Ag — are similar algorithms of theCp,; constructor;

- Aoy » — is @ comparison of a and b for their identity;

- Aq1lg,p — is logical "and";

- Ay, |G » — Is @ number subtraction;

- A5G » — is areal numbers division;

- Ay4]5,p — 1s @ comparison of a and b.

Specification of Cr:

Cr »k Cr(Cp(Tg)) = (M, Z, Ak),

where Ax D Ay, Ay D{My =T U N}, the terminals T include all words W, ; with the designation of their
place j in the sentence m, a, ;, which is a non-terminal of the rule being constructed, o —is the initial non-terminal and
the constructed rule wy, which in its attributes will have the left part of the rule L, the right part R and the probability
of its operation for the given text prob. The non-terminals N: t; — is the rule availability attribute.

For each part of speech, its appearance probability (prob) in a certain place of a certain sentence in this text
is calculated. The appearance probability of a certain language part in the investigated sequence will allow for a more
accurately capturing of the individual author’s writing style characteristic.

The probability of obtaining the entire sentence is defined as its speech parts sequences probabilities product.
The resulting constructor will generate a language characteristic of the processed text and structurally similar texts of
a certain author.

Thus, each sentence of the presented text will be presented in the form of a chain of rules that will reflect the
sequence of used parts of speech and the probability of their appearance in the presented sequence.

Initial conditions: the initial form W, ; — is the first word in the text, where i = 1, n = 2 sentence numbers, j
=1, m = 2 word numbers in them. t = 0 — the number of matches with the selected pair of parameters in a sequence of
two words, k = 1 — the number of the rule being built. 71 = true, 12 = false... 5 = false — are conditions for the
execution of the rules: if true, it is available for use, if false - not. idone = 1, jdone = 1 are variables equal to the number
of the unique element in the layer and the previous layer, respectively, and u = false — a flag for marking already built
rules.

Parsing begins with processing the first layer (the first words in the sentences of the text) and searching for
a match by attributes among them

$1 = <M/l} 1™ Wn,j,s),

911 = (== (0,done J Wi_j,xl),a:e (Wi_j,Wn‘]-,XZ)).

Searches for matching words with the same attributes in the current layer. If a match with the current word
of this current layer is found, and no match was found for this word before, we increase the total number of similar to
the searched word (t) and move to the next sentence by increasing n

g1z = (&(y,x1,x2),<> (y,0,+(t, 1,t),¢ ), +(n,1,n)).
The second rule is used when the end of the sentence is reached, in this case no calculations take place, only
the sentence number n is increased to move to the next word in the layer
S, = (Wi,j 1™ Wy 1,¢),
g2 = (+(n, 1,n)).
The third rule is applied when it is impossible to reach the next word in the layer due to reaching its end
S3 = <VVL',]' T1_>J"S)'
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Under this condition, the calculation of the probability of the selected sequence appearing in the text is used,

the rules s; — s; become unreachable, and the rules s, — s, become available for processing
gs = {—(n,n,1),: (prob,t,n),= (t1, false), = (12, true),= (n, 1)).

The following rules are responsible for forming rules for the first words of each of the sentences when all

corresponding words are repeated
Sy = (Wi,j L7 Wn,j! wk):
ga1 = (== (0,done d W;;,x1),% (W;;, Wy, x2)).

If the attributes of the words match, a new rule wy is built. o and W; ;a; ; are written in its left and right parts,
respectively, where «; ; — is the non-terminal of the newly formed rules, and the probability of its activation for the
text prob is written

a2 = (&(y,x1,x2,), <> (y,0, (= (Ld wi,j,a),z (Rd wi_j,Wi‘jai_j),z (prob d wi_j,prob)),s)).

After the formation of the rule, the flag of the presence of at least one rule on this layer is set u = true, the

rule receives the uniqueness index in the idone layer, and the constructor moves to the next sentence
Gaq = {+(n,1,n),= (done d Wi, idone), = (u, true)).
The next rule is similar to rule s,, does not make calculations and is responsible for increasing the sentence
number n to move further through the layer
ss = (Wi j 2= Wh; Le),
gs = {(+(n, 1,n)).
If there is only one word in the sentence, rule s, is used
Se = (Wij Lp> Wy j, @y )

To form a rule in this case, the following checks will be carried out: whether the word is included in another

done rule, whether the corresponding attributes of the words match
ge1 = (== (0, done d W;;,x1),% (W;;, W, ;,x2)).

If the sentence is not the first, we form the corresponding rule wy. In its left part, write o, respectively, and
only W; ,, in the right part

Ge3 = (&(z,x1,x2,x3), <> (z, 0, (= (L d a)i_j,cr),z (R d wi_j,Wi‘j),z (prob d wi‘j,prob)),s )).

And then the same as in g, , — its creation flag u = true, is set, the rule receives the uniqueness index in
the idone layer and the executor moves to the next sentence

Jea = (+(n,1,n),= (done d W;;, idone), = (u, true)).

And when the end is reached, rule s, is triggered

s7 =(Wyj 2oL, ).

Reaching the end of a layer means the end of rule formation and transition to the formation of another. For
this, the flags 72 = false and t1 = true are changed, which will close the rules s, — s, and open the rules s; — s3
to search for other matches and count them. To reflect the operation of another rule in the layer, the rule's uniqueness
number for the idone layer is increased

g71 = (== (u, true,y), <> (¥,0, (= (2, false),= (t1, true), +(idone, 1, idone), = (t, 0)),5).

If the work with the layer is completed and rules have been formed for all the words in it, the constructor
moves to the next layer, starting again from the first sentence i=1 to search for a match. The calculation of the uniqueness
of the rules in the layer also starts from the beginning of idone=1. If the final layer is reached (the last word in the
longest sentence W; 1,4, is processed), the work of the performer with the first layer will be completed 3 = true,
tl = false, 12 = false

g72 = (== (u, false,y),<> (¥,0,r (= (i, 1), = (idone, 1), = (t,0), = (3, true), = (12, false), =
(11, false)), €).

To continue forming rules from tagged text, operating the consecutive pairs of words in each sentence. The
transition from word to word does not occur along the sentence, but according to the number of words in them. In this
way, the constructor considers a pair of consecutive words in a sentence

Sg = (Wi,jVVi,m 37 Wn,jWn,m'e)-

To consider an existing pair of words as similar, you need to check the following parameters: the words have
not yet been processed; the attributes of the selected sequence of two words (part of speech, gender and number)
match the numbered words in the next sentence, the previous string of words must also match, which is checked by
jdone

gs1 = (== (0,done d W;j,x1),% (W;;, W, j,x2),% (W, 1, Wy, 1, x3), —(k,j, 1), <
> (j, 1,== (done d W jdone, x4 ),x4 = true)).

If the attributes match, the pair is counted in the total number of similar sequences and the value of t and the
value of n are increased to move to the next sentence in the layer

sz = (&(y,x1,x2,x3,x4), <> (3,0, +(¢t, 1,t),¢ ), +(n, 1,n)).
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The following rule is triggered when the end of the sentence is reached, the sentence number n is incremented

for further viewing of the words in the layer
Sg = <M/i,jWi,m 37 Wn,j L),
go = (+(n, 1,n)).

The following rule is executed when it is impossible to move further along the sentences due to reaching the
end of the layer. Under this condition, the probability of the appearance of the selected sequence in the text is calculated,
rules s; — s;, become unreachable, and rules s;; — s, become available for processing

s10 = (Wyj 3~ L¢€),
Jio = {(—(n,n, 1),: (prob,t,n),= (13, false), = (14, true),= (i, 1),= (n, 1)).

The next step is to revisit the current layer and create rules w,

S11 = (Wi,jVVi,m 47 Wn,jVVn,m: W)

To form the appropriate rule, the check from the first rule is repeated and we additionally check whether the

word is the first in the sentence (x4) for the correct formation of the initial rules
9111 = (== (0, done Jd W;j,x1),% (W;j, Wy}, x2),5% (Wi sy, Wy, x3), —(k,j, 1), <> (j, 1, ==
( done J Wiy jdone, x4 ), x4 = true)).

If everything matches and the word is not the first in the sentence, a new rule wy is built. a; ; is written in the
left part of the rule, W; ., &; n,is written in its right part, where a; ; — is the non-terminal of the newly formed rules, and
the probability of its activation for the text prob is written.

G112 = (&(y,x1,x2,x3,x4),

<> (y,0, (= (L d wi_j,ai_j),z (R d a)i‘j,Wi‘mai_m),z (prob d wi‘j,prob)),s)).

After creating a rule, its creation flag u = true, is set, the rule receives a unique index in the idone layer,

and the constructor moves to the next sentence
G113 = {(+(n, 1,n),= (done 4 Wi, idone), = (u, true)).

The next rule is similar to rule sy, does not make calculations and is responsible for increasing the sentence

number n to move further through the layer
S1z = Wi jWim 14— Wy L €),
g1z = {(+(n,1,n)).

If the last word in the sentence is in the layer, rule s, 5 is triggered

S13 = (Wi j Lyg— Wy j, wy ).

To form a rule in this case, the following checks will be carried out: whether the word is included in another
done rule, whether the corresponding attributes of the words match, whether the word is the first in the sentence and,
if not, whether the previous chain matches

9131 = (== (0,done d W;;,x1),% (W;;, W, ;,x2), <> (j, 1, == ( done J W;;_, jdone, x3 ),x3 = true)).

If the sentence is not the first, we form the corresponding rule wy. ; ; is written in the left part of the rule,
Wi m@; i written in its right part, where «; ; — is the non-terminal of the newly formed rules, and the probability of
its activation for the text prob is written.

g132 = <&(y'X1’X2! X3), <> (y, 0;' (: (L (J wi‘j; ai‘j); = (R (J (Ul‘_]', VVi,j)! = (prOb (J a)i_]-,prob)) ,S)).

Next, just like in g,4 3 — its creation flag u = true is set, the rule receives the uniqueness index in the idone
layer and the constructor moves to the next sentence

9133 = {(+(n,1,n), = (done J W;;,idone), = (u, true)).

When the end is reached, rule s, , is triggered

Sia = (W a— 1, 8).

Reaching the end of a layer means the end of rule formation and transition to the formation of another. For
this, the flags 74 = false and t3 = true are changed, which will close the rules s,; — s;, and open the rules sg —
510 to search for other matches and count them. To reflect the operation of another rule in the layer, the rule's
uniqueness number for the idone layer is increased

G141 = (= (14, false), = (13, true), +(idone, 1,idone),= (¢,0), < (r,j,1 d W;;)).

The procedure of counting coincidences and calculating the probability of their occurrence for building rules
on its basis continues until all words in the layer have been processed. To work with all chains, at each layer pass, the
jdone uniqueness index is increased to check the calculation condition

G142 = (<> (am d Wy 4,00 (7,r (= (4, 1,1) , == (u, true, 1) <> (1,0, +(jdone, 1, jdone)))).

If the work with the layer is completed and rules have been formed for all the words in it, the constructor
moves to the next layer by increasing j and starting again from the first sentence i = 1 to look for a match. The calculation
of the uniqueness of rules in a layer also starts from the beginning of idone = 1 and jdone = 1. On the condition that
the final layer is reached (the last word in the longest sentence W; 1,4, is processed), the work of the constructor will be
completed 75 = true
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a3 = (<> (max d Wy, j,r (+0, 1)), = (i, 1), = (idone, 1), = (jdone, 1) )," (= (z5, true), = (3, true)))).
As a result of the work of the constructor-converter with Q(Ceaik (TT)), We get a set of rules that reflects the
style of the author's language in the corresponding text Q(Cr (R)).

Realization

The implementation of the structure is the formation of language constructions from the elements of its carrier
through the execution of algorithms related to signature operations according to the rules of axionomics:

: Crx g~ QCpk),
where 2(Cp ) < 2(Cpg).
For example, let's take sentences that have the form:

«Mu Oymu yxe cXoxi.
S nrobnia YMTaTH KHIKKH.
A TH 3aXOIUTIOBAaBCS BUCTBAMH.
Age..
Mix Hamu OyIo # 6araTo pi3HHUIY.
The tagged text for this example:
Wi, = pron,plurMH Wi, =v,plur Oy Wi =adv,sing AYKE Wia =adj,plur cx0xKi
WZ,I = pron,singﬂ WZ,Z =v,sing Jobuna W2,3 =v,sing YATATH W2,4 =n,plur KHHXKH

W;, = Con]-A W32 =pronsing TA W33 =y sing 3axonoBaBcs Ws 4 =, 1, BUCTaBaMH

conjlv[i>K WS,Z =pron,plur HAMH W5,3 Zv,sing 6}”10 W5,4 =conj # WS,S =adj,sing baraTo W5,6 =adjplur pi3HOF0-
The result of the designer's work will be presented in the form of relevant rules:

0.2 0.2 0.2 0.2

0 Wiiay 5 a0 = Wi @ = Wizt s a3 Wiy
0.2 0.2 0.6 0.4

0= Woia15 Upq > Wootys; @yp = Wosdy s aps = Wy
0.4 0.2 0.6 0.4

0 Wi as,; azq = W03, a3, = Wizass;azs = Way;
0.2

g — W4,'1;

0.4 0.2 0.6 0.2 1 1
0= Wsqas1; a5y = Wsaass; Qs = Wsss s Qs = Wsas s @54 > Wssss; ass > Wse .

Constructor-measurer of the similarity degree

In order to establish the similarity degree of the two texts according to the syntactic style of the author's
language, a comparison of the text models is carried out with the help of a constructor-meter.

The purpose of construction is to establish the degree of similarity of texts by comparing stochastic
constructors built according to their syntactic structure.

The initial conditions for constructing a model of two texts in the form of a set of substitution rules with
the probability of its activation Q(C+ (R;)) and Q(Cr (R-)), which represent the text of certain technical works Q(Cpaix
(TT,)) and Q(Craix (TT,)), which is the result of the execution of previous constructors.

Construction completion condition: T3 = true, getting a number from 0 to 1 that reflects the similarity of
two works after comparing all rules in two text models.

The designer has the following specialization:

C=(M,2,A) s~ Cp = (Mg, 2, Ag),

where My — is a medium that includes a set of rules describing the language of the author in a certain text R;,
X — are operations and relations on the elements M and CIS Ag.

We interpret the structure Cy using the algorithmic structure C,:

(Ce, Cy) 1 (Cp = Mpy, Zpy, Apy),
where V, = {A? |§ll} — is the set of forming algorithms of the basic algorithmic structure, X;and Y; — are the

set of definitions and values of the algorithm A?|)Y(’l My = Ugoey,(X(AD) U Y (AD)) — he carrier of the algorithmic

structure, X; — the set of operations linking algorithms, A|— the axiomatics of the algorithmic structure, Q(Ca) — a set
of algorithms constructed in Ca.

Next, the operation on attributes is presented.

The operation min(m, a, b) compares the numbers a and b, and stores the smallest in m;

The operation —(c, a, b) — is subtraction ¢ = a - b;

The operation *(c, a, b) — is multiplication ¢ = a * b,
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Mp; — algorithmic structure for comparing rules, Xp; — operations of connecting algorithms, Ay 2 A; U A; U
A, U As.

Az = {(A15|Z,1b d "min"); (A16|Z,lb d"= ")i (A17|2b " ")i (A18|Z,lb d "max")} .

The Cpy structure includes the following algorithms:

-Ag, A1, 4,5, 45,46, A, Ag, A, A1y — Similar algorithms of Cpy; and Cry; Structures;

- A;s|ap — finding the minimum among the numbers a and b;

- Asglgp — subtraction ¢ = a - b;

- Aq7|g» — multiplication ¢ = a * b,

- Asglap — finding the maximum among the numbers a and b.

Specifics Cr:
Cr x — Ce(QCT (Ry)), QCT (R,))) = (My, Zic, Ay),

where Ak > Ay, Agx D{My = T U N} the terminals T include all the words in the rules of both constructors
that compare w and w, the non-terminals N — include the auxiliary symbol t.

In terms of constructive-synthesizing modeling, the set of rules comparing process for the formation of two
texts (T1 and T», respectively) and obtaining the final value of their similarity.

The first rule starts by comparing the rules of two constructors Q(Cr (R;)) and Q(Cr (R,) describing two
texts that are examined for their similarity, i =1, j=1.

If the same rules or rules exist, the degree of their statistical structural similarity will be determined as the
product of the minimum difference in the probabilities of applying the corresponding rule

p(ﬁi: 19]) = H£n=1 min( prObm - prObm)!
where 9; — i-th sentence in T, text and 19] — j-th sentence in T text.
The degree of statistical structural similarity of T1 and T texts:
N

pTT:) = ) p(d9),
i=1

Initial conditions: rule =1, i=m=j=n= 1, where i and m are numbers of chains (sentences) in the text,
j and n —are numbers of rules in chains. max J w; 1, where max = 0 is the product of the difference in probabilities.
max_ch J w;1, max_ch =0 is the maximum length of the chain, res = 0 — is the total similarity of two texts, k =
n+1,h = j+ 1, these are the next rules in the chain concerning j and n, respectively. And the flags for triggering
s; and s, 71 = true, 2 = false, as well as the flag for completing the comparison 3 = false.

The first rule is used to compare the first rules in all strings of text

S1 = (J P 191',1; 0 1™ 79m,1)-

For each rule, if their right parts match and the length of the chain is only one rule (that is, the sentence
consists of only one word)

g1 = (¥ (R d9;1,Rd 19m,1:X1): == (l dWi1 d9;4, sz): == (l dWn,d
Im1, 1,%3), &y, x1,x2,x3)).

If all conditions are met, the product of the difference in their probabilities is calculated, and the result is
stored in the first element of the chain. And until the end of the second text is reached, the products are added up in
res. If the chains from the first text end, the first rule is closed and the second is opened

g13 =(<>,0, (* <max d 9;1,min (—(r, prob d 9;,,prob d 19.m,k)))'

<> (max d Wy1 d 91, m, €, (+(res, max d 9; 4, r), +(i,1,i),= (m, 1)),

<> (max (J Wl,l (J 19i,1! i: &, (: (Tll false), = (TZ, true))))! 8) )

The second rule sequentially traverses all strings longer than one rule, advancing along their length for both
texts under investigation. All rules of the second text are reviewed (m varies from 1 to the end of the text). For each
sentence, a sequential review of all rules is performed

S = (19i,j 2= Yin Imn 12~ Imi)-

To start work and calculate similarities, the right parts of the first rules in both texts are compared and we

perform operations on the attributes
o1 = (% (R 49;;R d ﬁm_n,xl), <> (l d Wi 49, ;,),= (x2,true)), = (x2,false)) , <> d W d
19'myn,n, = (x3,true),= (x3, false)),== (j, 1, x4)).

If all conditions are met, the first rule in the chain is processed: the length of the chain that matches ch is
calculated, the product of the difference in the probabilities of the rules from both sim texts is found, and the maximum
length of the matching chain and the result of calculating their coincidence are stored in the first element of the chain
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prob |

22 = (&, x1,x2,x3,x4), <> (¥,0, (+(ch d9;1,1,ch d 191',1), * (rule, min( (r prob d 9;j,

19'm,n))), = (sim d ﬂi,l,rule), <> (ch d9;;,maxch d 9,1, - (= (maxch d9;q,ch d 19131),

(max d9;q,5im d 191-,1)), +(, 1), +(n,1,n), (= (,1),= (n,1),+(m,1,m)),&) ).
Then all subsequent chains and their rules are processed under the same conditions

925 = (% (R A0, R d D10 x1), <> (Ld Wiy d 9, h, = (x2,true)), = (x2, false)),
<> (l dWhid 19'm‘n, k,= (x3,true),= (x3,false)),&(y,x1, x2,x3)).

If the chain of coincidences is broken, the comparison of the rules of the 2nd text begins already for the next
chain of rules of the first text. If the chain has ended, the transition to the next one is performed, and each of the rules
in both texts is similarly checked for coincidence. If the rules in the text end, we close the possibility of executing the
second rule 2 = false and end the calculations using the flag 3 = true

24 = (<> (3,0, (+(ch d9;1,1,¢ch d 191-‘1),* (rule,min (—(r, prob d 9;, prob d Bm_k)», =
(sim d ﬁl-,l,rule), +(h,1,h),+(k,1,k)), <> (max d Wy; d 91, m, & (+(res, max J 19L-,1,r), +(i,1,i), =

n,1),=(m,1),+k,n1),=(,1),+(h,j, 1)),<> (max d Wy; d 94,1, 6 (= (12, false), = (13, true))).

Note that p(Ty, T,) = p(T,, Ty) p(Ty, T;) = 1 isa complete match, p(T;, T,) = 0 — if there are no sentences
of the same structure in texts T and Ta.

Realization

The implementation of the structure is the language constructions formation from the elements of its carrier
through the execution of algorithms associated with signature operations according to the rules of axionomics:
_ Crx r™ Q(Cp ), _
where 2(Cp ) © 2(Cpy). As the constructor’s work result is a number 2(Cp ) € [0; 1], is obtained, which
reflects the degree of similarity of the text.

Conclusions

In this paper, constructors are developed and presented that model a natural language text in the form of a
stochastic grammar that displays the structures of sentences in it. This approach allows you to highlight the syntactic
features of the construction of phrases by the author, which is a characteristic of his speech. Working with a sentence
as a unit of text for analyzing its construction will allow you to more accurately capture the author's style in terms of
the words use, their sequences and speech style characteristic. It allows you not to be tied to specific parts of speech,
but reveals the general logic of constructing phrases, which can be more informative in terms of the author's style
characteristics for any text.

The presented work is a theoretical basis for solving the problems of the text authorship establishing and
identifying borrowings. Experimental studies have also been carried out, the results of which are partially presented
in [3]. The statistical similarity of solutions to the problems of establishing authorship and identifying borrowings was
experimentally revealed, which will be presented in the next article of the authors.

It is planned to use the created model in the future to determine the authorship of natural language texts of
various directions: fiction and technical literature.
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Iryna ZASORNOVA, Mykola FEDULA, Olga PAVLOVA, Tetiana KYSIL

Khmelnytskyi National University

AUTOMATED TESTING OF WEB PROJECT FUNCTIONALITY WITH USING OF
ERROR PROPAGATION ANALYSIS

Automated testing is indispensable in the area of software engineering, particularly for web project functionality, as the
complexity of software systems continues to surge. This paper delves into the pivotal role of automated testing and how the integration
of error propagation analysis, grounded in chaos theory, can elevate its efficacy. The objective is to elucidate the significance of this
methodology and its application in bolstering the reliability and performance of web projects. Automated testing automates the
execution of predefined test cases, offering efficiency gains, reduced human error, and swift defect detection in software development.
Various testing approaches, including unit testing, integration testing, and regression testing, cater to distinct facets of software
functionality, ensuring seamless operation of all components. Web project functionality is integral to the user experience,
encompassing navigation menus, forms, and search features. Testing this functionality is imperative to unearth inconsistencies or
errors that could compromise user satisfaction and task completion.

This paper proposes a methodology for automated testing coupled with error propagation analysis, which involves
scrutinizing how errors evolve through a system over time. Chaos theory, a branch of mathematics examining complex systems’
behavior, is employed to understand how minor variations in initial condiitions can precipitate substantial system behavior shifts.

Traditional error propagation analysis hinges on linear, deterministic models, but real-world systems often exhibit non-
linear, chaotic characteristics, rendering such models inadequate. Chaos theory's non-linear dynamics model the intricate interactions
between input variables and their effects on outputs, capturing the sensitivity of chaotic systems to initial conditions. This approach
appreciates system complexity and intricate feedback loops, enhancing error analysis's robustness and accuracy. However, the
application of chaos theory introduces complexity and computational demands, necessitating a balance between model intricacy and
practicality. The proposed methodology unveil valuable insights into error propagation within web projects' functionality, pinpointing
vuilnerable components and areas ripe for improvement. The methodology's advantages include the ability to identify potential issues
and vulnerabilities, ultimately enhancing web project reliability.

Keywords: web project functionality testing, automated testing, error propagation analysis, chaos theory, instability.

Ipuna 3ACOPHOBA, Mukona ®EJIYJIA, Onsra [IABJIOBA, Tersna KUCIIb

XMenbHULBKAH HAIOHATBHU YHIBEPCUTET

ABTOMATHU30BAHE TECTYBAHHSA ®YHKIIIOHAJIBHOCTI BEB-ITIPOEKTY 3
BUKOPUCTAHHAM AHAJII3Y NOIIUPEHHA IIOMHUJIOK

ABTOMaTN30BaHE TECTYBaHHS € He3aMiHHUM y C@ePi po3pobku NporpamMHoOro 3abesrieqeHHs, 0Ccob/mMBO A1
QDYHKLIOHAIBHOCTI BEG-TPOEKTIB, OCKIIbKM CKIGAHICTD IPOrPaMHUX CUCTEM [IPOLOBXYE 3pocTartn. Y Ui CTatTi po3r/isgactsca
KIIIOYOBE POJIb aBTOMATU30BAHOIO TECTYBAHHS Ta T€, 5K IHTErpaliss aHasm3y MoWPEHHS MOMMUIIOK, 3aCHOBaHOIo Ha Teopii xaocy,
MOXE MiABULYNTH HIOro eQeKTUBHICTL., MeTa rnosisrae B TOMy, WO6 35CyBatv 3HaYeHHS Liei MeTogonorii 1a i 3acTocyBaHHs A5
TTiABALUEHHS HAJIMHOCTI Ta MpOAYKTUBHOCTI BEG-TIPOEKTIB. ABTOMATU30BaHE TECTYBAHHS ABTOMATU3YE BUKOHAHHS [10MEPEAHBO
BU3HaYEHNX TECTIB, POIOHYIOYN IMIABULYEHHS] €PEKTUBHOCTI, 3MEHLIEHHS JIIOACLKUX MOMWIOK | LUBMAKE BUSIB/IEHHS AEQPEKTIB Yy
PO3p0o6LI IPOrPaMHOro 3a6e3reyeHHs. Pi3HI MiAxXoan A0 TECTYBAaHHS, BKIIIOYAK0YH MOGY/IbHE TECTYBAHHS], IHTErpaLiviHe TecTyBaHHs
7@ pErpeciviHe TeCTyBaHHSs, 3aA0BOJSIbHSIOTL PI3HI acreKkTH @YHKUIOHA/IbHOCTI POrpaMHOro 3a6e3reYeHHs], 3abe3rneqyyoun
6e3r1epebiviHy poboTy BCIX KOMITOHEHTIB. @YHKLIIOHA/IbHI MOXJ/MBOCTI BEG-TIPOEKTY € HEBIJEMHOK YacTUHOW B3aEMOgii 3
KOPUCTYBA4EM, OXOIIIOIOYH HABIraLiviHi MEHIO, opmu Ta @yHKUII MOoLyKy. TecTyBaHHS Liel PyHKLUII € 060BA3KOBUM, LO6 BUSBUTH
HEBIAMOBIAHOCTI abo rOMUIIKU, SKi MOXYTb IOCTaBUTH 11 3arpo3y 3340B0/IEHHS KOPUCTYBAYIB | BUKOHaHHS 3aBAAHb.

Y crarTi nporioHyeTeCs METOAOIIONIS GBTOMATU30BAHOIO TECTYBAHHS B MOEAHAHHI 3 aHa/1i30M PO3IT0BCIOMKEHHS [TOMU/IOK,
1jo repenbayac peTesibHu aHasli3 Toro, K MOMWIKY PO3BUBAIOTLCS B CUCTEMI 3 YacoM. Teopisi Xaocy - Le pOo3fi MaTeMaTmk, LYo
BUBYAE [10BELIHKY CK/IAAHUX CUCTEM, BUKOPUCTOBYETHCS AJ18 PO3YMIHHS TOro, SIK HE3HaYHI Bapiauli ro4YatkoBux yMOB MOXYTb
CTIPHYUHNTY 3HEYHI 3MIHU [TOBELIHKM CUCTEMA.

TDaguLiviHmi aHasi3 po3rOBCIOKEHHS MOMUIIOK BA3YETLCS HA JIHIVIHNX, AETEPMIHOBAHNX MOAESISX, a/1€ PeasibHl cucTemu
Yacro AEMOHCTDYIOTE HEJNIHIVIHI, XaOTUYHI XapaKTEPUCTUKY, L0 POOUTE Taki MOAE/T] HEGAEKBATHUMM. HEHIVIHa AnHaMIKa Teopii Xxaocy
MOAETIOE CKTIaAHY B3AEMOAIN0 MK BXIGHUMU IMIHHUMM Ta IXHIV BIUMB Ha PE3YIIbTATY, QIKCYIOYH YyT/MBICTb XaOTUHYHNUX CUCTEM [0
104aTKOBUX YMOB. Les riaxia OLiHIOE CKIaAHICTL CUCTEMY Ta 3311y TaHi UMK/IM 3B0POTHOIO 3B 53Ky, MIABULLYIOYM HARIHICTb | TOYHICTD
aHanizy rnomusaok. OaHaK 3acTocyBaHHsI TEOpIi Xaocy CTBOPIOE CKIAAHICTL | MOTPEbYe OOYUC/IEHb, YO BUMArae 6asiaHCy MK
CK/IBAHICTIO MOAE/T Ta MPaKTUYHICTIO. 3arporioHOBaHa METO40/10ris POKPUBAE LiHHY IH@OPMAELIO PO PO3ITOBCIOAKEHHS ITOMU/IOK Y
QDYHKLIOHAIbHOCTI BEG-IPOEKTIB, BU3HAYalOYn BPaz/msi KOMIOHEHTU Ta Ob/ACT], SKi MOTPEBGYIOTb BAOCKOHAaAeHHS. [lepesarvt
METOLOION] BK/IIOYaIOTb MOXIIMBICTL BUSB/IEHHS MOTEHLIVIHUX MPO6/IEM | Bpa3/IMBOCTEH, YO B KIHLEBOMY MACYMKY MABALLYE
HAJIHICTb BEG-TTPOEKTY.

Kto4oBi c10Ba.: TeCTyBaHHS QyHKLIOHA/IbHOCTI BEO-ITPOEKTY, aBTOMATU30BAHE TECTYBAHHS], aHAsl3 MOLUMPEHHS IMTOMMIIOK,
TEOPIs Xaocy, HECTAOI/IbHICTE.

Introduction
Automated testing of web project functionality [1] with error propagation analysis is a crucial aspect of

software engineering [2,3]. As technology continues to advance rapidly, software systems become increasingly
complex, and ensuring their functionality becomes more challenging. Testing plays a vital role in identifying and
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rectifying any issues or vulnerabilities that may arise during the development process [2,4,5]. In this paper, we will
explore the significance of automated testing and how error propagation analysis incorporating chaos theory can be
applied to enhance this method [6].

Automated testing refers to the use of tools and frameworks to execute predefined test cases automatically.
It offers several benefits in software development, including increased efficiency, reduced human error, and faster
detection of defects or bugs. There are various approaches to automated testing, such as unit testing, integration testing,
and regression testing [1,7-9]. Each approach focuses on different aspects of software functionality and helps ensure
that all components work together seamlessly.

Web project functionality refers to the ability of a website or web application to perform its intended tasks
accurately and efficiently [9]. The user experience heavily relies on the proper functioning of web projects' features
such as navigation menus, forms, search functionalities, etc. Testing web project functionality is essential for
identifying any inconsistencies or errors that may hinder user satisfaction or impede successful completion of tasks
[2,3].

The primary objective of web project functionality test is the evaluating whether the features and functions
of a web application align with the project's requirements [1]. This testing phase is instrumental in identifying defects,
anomalies, and inconsistencies within the web project, thereby ensuring that it meets user expectations and business
goals.

The functionality of the web application is rigorously evaluated, including user interactions, data processing,
and system operations. Each feature's behavior is meticulously assessed against predefined test cases. The web project
can be tested across various browsers, devices, and operating systems to guarantee seamless functionality for a diverse
user base. Assessing the responsiveness and scalability of the web project under varying loads and conditions is crucial
to ensure an optimal user experience. Detecting vulnerabilities and ensuring the protection of sensitive user data is a
pivotal component of functionality testing to safeguard against potential threats. Functionality testing is indispensable
in ensuring the basic usability of a web project [10,11]. However, it may not provide a comprehensive view of the
application's resilience to unforeseen issues and potential error propagation.

Error propagation analysis extends the evaluation of web projects beyond functionality testing. There are
sophisticated techniques employed to understand how errors or issues in one part of the web project can ripple through
other interconnected components. Often used in conjunction with functionality testing, error propagation analysis
offers a deeper understanding of the application's reliability. The analysis begins by mapping out the intricate
dependencies between different modules, components, and functions of the web project, shedding light on how data
and errors can flow between these interconnected elements [2,3].

Various types of errors or faults are simulated at different points within the web application to gauge how
they propagate through the system. These errors may include input validation issues, database connection failures, or
network errors. Once errors are introduced, analysts assess their impact on the web project's functionality,
performance, and security. They ascertain how errors influence the user experience and whether they lead to data
corruption or system instability.

Error propagation analysis aids developers and testers in understanding the web project's ability to handle
errors gracefully. It facilitates the identification of potential error recovery mechanisms and the reinforcement of error-
handling processes. By pinpointing critical points of error propagation, web project teams can prioritize the resolution
of high-risk areas, reducing the likelihood of system failures and data breaches [3].

Thus, web project functionality testing is an indispensable step in ensuring the usability of web applications.
However, it may fall short in identifying vulnerabilities stemming from error propagation. Error propagation analysis
serves as a vital complement to functionality testing, providing a holistic view of a web project's resilience to errors
and failures. By combining these two approaches, web developers and quality assurance teams can create robust and
dependable web applications that not only meet user expectations but also withstand the challenges of the digital
landscape. This, in turn, enhances the overall user experience and security of the web project, making it a critical
aspect of modern web development.

Therefore, automated testing of web project functionality is an actual task today.

The purpose of this study is to develop methodology for automated testing with error propagation analysis.

Methodology for Automated Testing with Error Propagation Analysis

Error propagation analysis involves studying how errors propagate through a system over time. In software
engineering, it helps identify potential issues or vulnerabilities by analyzing how errors affect different components
within a system or application stack[12]. By understanding how errors propagate throughout a system's architecture,
developers gain valuable insights into areas that require attention during the testing phase [6,11].

Chaos theory is a mathematical concept that explores the behavior of complex systems that are highly
sensitive to initial conditions [13,14]. It has found application in various fields, including physics, biology, and
economics. When applied to web project functionality testing, chaos theory enables us to understand how slight
variations in initial conditions can lead to significant differences in system behavior [15-17].

Error propagation analysis is a fundamental concept in various scientific disciplines, including physics,
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engineering, and computer science. It involves assessing how uncertainties in input variables propagate through a
system to affect the uncertainty in the output or result. While traditionally approached through deterministic and linear
models, the application of chaos theory to error propagation analysis offers a fresh perspective that acknowledges the
inherent complexity and non-linearity of real-world systems. In this paper, we will explore the integration of chaos
theory principles into error propagation analysis, highlighting its benefits and implications. Traditionally, error
propagation analysis relies on linear and deterministic models, such as the Gaussian error propagation formula, which
assumes that errors in input variables are normally distributed and that the relationships between variables are linear.
This approach has been successful in many scenarios, especially when dealing with simple systems and small
uncertainties. However, real-world systems are often non-linear, chaotic, and subject to complex interactions, making
deterministic and linear models inadequate for capturing their behavior accurately [6,18].

Chaos theory, initially developed to understand the behavior of dynamic systems that appear random but are
governed by underlying deterministic processes, offers a powerful framework for error propagation analysis [19].
Chaos theory deals with non-linear dynamics, where small changes in initial conditions can lead to significant
variations in outcomes, a phenomenon known as the butterfly effect. By embracing chaos theory, error propagation
analysis can better account for the complexity and unpredictability inherent in many systems.

Chaos theory enables the modeling of non-linear interactions between input variables and their effects on the
output. This is particularly valuable when dealing with systems where small errors in initial conditions or input
variables can lead to dramatic and unexpected consequences [10,20]. The theory acknowledges the sensitivity of
chaotic systems to initial conditions, highlighting that seemingly insignificant changes in inputs can propagate into
substantial differences in outcomes. Error propagation analysis benefits from this perspective by accounting for the
sensitivity of real-world systems. The methods of nonlinear dynamics emphasize the complexity of dynamic systems
and the presence of complex feedback loops. When applied to error propagation analysis, this recognition allows for
more accurate modeling of the interactions between variables, which may not adhere to linear assumptions.

By embracing chaos theory, error propagation analysis can provide a more robust understanding of the
uncertainties associated with a system's outputs. This can be particularly crucial in critical applications such as
aerospace, finance, and healthcare, where small errors can have significant consequences.

While integrating chaos theory into error propagation analysis offers significant benefits, it also presents
challenges. Chaos theory often involves the use of complex mathematical models, which may require sophisticated
computational tools and resources. Moreover, the implementation of such models may be more time-consuming and
computationally intensive than traditional linear approaches. Therefore, it is essential to strike a balance between
model complexity and practicality when applying chaos theory to error propagation analysis.

Thus, the integration of chaos theory into error propagation analysis represents a promising avenue for
improving our understanding of complex, non-linear systems. By embracing the principles of chaos theory, error
propagation analysis can better account for the inherent uncertainty, non-linearity, and sensitivity to initial conditions
present in real-world systems. While challenges exist in implementing these models, the potential benefits, including
more accurate predictions and enhanced robustness, make chaos theory a valuable tool for error propagation analysis
in various scientific and engineering disciplines. As our understanding of chaos theory and its applications continues
to evolve, it promises to provide deeper insights into the behavior of complex computer systems and how they
propagate errors.

Our proposed methodology for automated testing using error propagation analysis builds upon the principles
of chaos theory. By analyzing the sensitivity of web project functionality to initial conditions, we can identify potential
points of failure or instability, as described in [21]. The steps involved in implementing this methodology include:

Experiments conducted using our methodology have yielded insightful findings regarding error propagation
within web projects' functionality [22]. We observed certain trends where specific components exhibited higher
vulnerability to errors than others, highlighting potential areas for improvement during development.

The proposed method for automated testing with error propagation analysis offers several advantages but
also presents limitations worth considering. One limitation is determining an optimal balance between complexity and
feasibility of the test scenarios. Additionally, the method heavily relies on accurate modeling of initial conditions and
system behavior.
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1. Identifying of the critical components
and variables that influence web project
functionality

Y

2. Generating a set of test scenarios with
varying initial conditions to assess their
impact on system behavior

'

3. Executing tests with using of automated testing
tools and frameworks to execute the predefined
test scenarios automatically

Y

4. Analysis of errors' propagation through
different components during each
test scenario

Y

5. Identifying areas where errors amplify or
propagate rapidly through the elements
of system architecture.

Y

6. Refinement of the system design and code
implementation and repeat the testing process while
the defects are present in the web project functionality

Fig. 1. The proposed methodology for automated testing using error propagation analysis
Conclusions

Automated testing with error propagation analysis is a valuable approach to ensure web project functionality.
By incorporating chaos theory principles, this methodology allows developers to identify potential issues or
vulnerabilities within a system's architecture and take appropriate measures for improvement [12]. The significance
of automated testing cannot be overstated in improving user experience and overall software quality. Moving forward,
further research can focus on refining the proposed methodology, addressing its limitations, and exploring additional
applications in different domains. As software engineering continues to evolve rapidly, automated testing will remain
an essential practice in ensuring the reliability and functionality of web projects.

In conclusion, automated testing combined with error propagation analysis is a powerful tool in software
engineering that enables developers to identify weaknesses and enhance the functionality of web projects effectively.
By leveraging chaos theory principles and considering initial conditions sensitivity, this methodology provides
valuable insights into how errors propagate through complex systems. With further research and refinement, it holds
great potential for improving software development practices across various domains.
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