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Maksym CHORNOBUK, Valeriy DUBROVIN, Larysa DEINEHA

National University «Zaporizhzhia Polytechnic»

CYBERSECURITY: RESEARCH ON METHODS FOR DETECTING DDOS ATTACKS

This article describes the problem of DDoS attacks, analyzing their nature and consequences. The paper covers common
DDoS attack types, such as SYN flood, ICMP flood, UDP flood. Existing methods for detecting attacks from literature are reviewed,
including machine learning approaches, including artificial neural networks, support vector machines and decisfon trees. The paper
introduces a decision tree-based machine learning model for the detection of DDoS attacks. The model is trained and tested on a
publicly available dataset, The dataset consists of 1,04,345 rows of data, where every row includes 23 features, such as source IP,
destination IP, port number, number of bytes transferred from the switch port, etc. A similar set of characteristics can be obtained
on a real network hardware using simple calculations, which makes it possible to approximate the model evaluation to real
operating conditions. SYN flood, ICMP flood and UDP flood attack types are present in the data, as well as legitimate traffic. To
avoid overfitting, only some columns were used, and columns such as IP addresses were discarded. The field “label” in each row of
the dataset contains either 0 or 1 where 0 corresponds to legitimate traffic and 1 to malicious one. The problem of DDoS attack
detection is therefore formally reduced to the task of binary classification of each row from the dataset. The constructed model
achieves an average classification accuracy of 0.94 with a standard deviation at the level of 0.06 in detecting the above mentioned
types of attacks. To objectively assess the effectiveness of the model and avoid distortion of the results, stratified 5-fold cross-
validation was used. The developed model can be applied in the real world network hardware to filter malicious packets or as a tool
for warning the administrator about an attack. This research advances cybersecurity by enhancing DDoS attack detection.

Keywords: machine learning, DDoS, decision tree, classification.

Makcum YOPHOBVK, Banepiii JIVBPOBIH, Jlapuca JJEMHET A

HarionansHuii yHiBepcuTeT «3anopizbka HOJITeXHIKa»

KIBEPBE3IIEKA: JOCJII)KEHHA METOAIB BUSIBJIEHHS DDOS-ATAK

Y it cratri posrisgaeTscs npobrema DDoS-ataK, aHanByeTbes iX npupoga 1a Hacaigku. CTartTs OXOIJIOE MOMPEHT
i DDoS-arak, 1aki sik SYN-flood, ICMP-flood, UDP-flood. Po3rnsgatotscs icHyrodl METOAU BUSIB/IEHHS atak 3 JiiTepartypw,
BKITOYAIOYM METOAN MALLMHHOIO HaBYaHHs, Taki K LUTYYHI HEVPOHHI MEDEXI], METOA OINOPHUX BEKTOPIB Ta AEDEBA MPUMHSTTS
PpillieHb. Y CTatTi MpeCTaB/ieHo MOAENb MALUMHHOMO HABYAHHS HA OCHOBI [EPEBA MPUUHATTA pilieHb /19 aBTOMaTUYHOIMo
susiBneHHs DDoS-arak. Moge/sib HaB4yeHa T1a rpoTectoBaHa Ha 3arasibHOAOCTYIIHOMY Habopi gannx. Habip AaHux CKIGAAETLCS 3
104345 psgkis AarHux, A€ KOXeH psAok mictuts 23 riofs, Taki sk IP-agpeca mkepena, IP-aapeca npusHa4yeHHs, HOMEp roprTy,
KITIBKICTb GakTIB, MEPEAaHUX i3 ropTy KOMyTaTopa Touo. [Togi6Hmi HA6Ip XapakTEPUCTUK MOXHA OTPUMATH HE pPEarlbHOMy
MEPEXEBOMY 00/1a4HAHHI 3@ [OMOMOror0 POCTUX PO3PAXYHKIB, O AAE MOXIIMBICTb HAO/IM3NTU OLIIHKY MOZE/T O PEasIbHUX yMOB
MOXMBOI' excrisyatauii. Tunm atak SYN-flood, ICMP-flood, UDP-flood ripucyTHi B AaHuX, @ TaKOX HasBHWI JErTUMHM Tpagik.
LLob yHuKHYTU eeKTy neEpeHaBYaHHs, BUKOPUCTOBYBA/IUCS JMLLIE AESKI 10715, a Taki rno/s, Kk IP-agpecw, 6ysm BigkuHyTi, [Tone
«label» B KoXHOMY psiaKy Habopy AaHnx mictute 0 abo 1, ae 0 BiArnosiaae neritumHomy Tpagiky, a 1 — 37108MucHOMy. Tomy
npo6nema BusBieHHS DDoS-ataku (opMasibHO 3BOANTECS A0 34IMICHEHHS GIHaPHOI Kinacu@ikaLlii KOKHOro psaka 3 Habopy JaHux.
[TobynoBarHa mMoaesib AOCSrae cepenHboi TOYHOCTI Knacugikaudii 0,94 3i CTaHAapTHUM BiAXWAEHHSM Ha piBHi 0,06 ripy BusBAEHH!
3a3HaYeHnx TUIiB arak. LLjob6 06 EKTUBHO OLiHNTH EDEKTUBHICTL MOAESI Ta YHUKHYTYU CIIOTBOPEHHS Pe3y/ibTaTie, 6y/ia BUKOPUCTAHa
cTpatugikoBaHa 5-fold kpocc-Banigauisi. Po3pobrieHa Mogeib MoXe ByTu 3aCTOCOBaHa B peasibHOMy MEPEXEBOMY 06/1aAHarHI A/1s
QinbTPaUIi LWKIIMBUX GKETIB ab0 5K IHCTPYMEHT VIS MONEPEMKEHHS aAMIHICTPATOpa npo araky. Lle AoC/TimKeHHs MOoKpaLyye
cepy Kibepbesreku, posLLmnproYm MeTogu BussieHHs DDoS-arak.

Knto4yosi cnoBa. MalwmHHe HaByaHHs, DDOS, AepeBo pilleHb, Kacn@ikallis.

Introduction

Every year, the importance of information and network technologies in human life, as well as in the
economies of the countries of the world, is growing.

Along with the growing influence of information technologies, the risks associated with information
security are also growing. One of the most important threats associated with information and network technologies
are Distributed Denial of Service (DDoS) attacks. The essence of such attacks is the usage of huge arrays of
resources in the network to generate malicious traffic against targeted network services. Such attacks have been
popular for decades. A particular difficulty in the fight against them is their indistinguishability from legitimate
traffic. In addition, there are a huge number of different types of attacks, which makes it even more difficult to
detect them among legitimate traffic [1].

Yearly, the complexity and magnitude of DDoS attacks show consistent growth. Notably, in 2018, a single
attack reached a terabit-per-second traffic size. A concurrent trend is the expansion of economic impact. According
to [3], the average damage inflicted by attacks was below $10,000 in 2017, whereas in 2018, it increased
significantly, averaging between $10,000 and $100,000.

A sufficiently large number of various methods for detecting DDoS attacks have been developed. Some
methods are based on data about individual packets, while others signal an attack based on the capacity of packets
arriving at the server over certain periods of time. However, DDoS attacks do not share specific distinguishing
features, so no systems have yet been created that can accurately detect an attack of any unusual type.
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Over time, an array of different methodologies have been developed to detect DDoS attacks. Certain
strategies use features of individual network packets, while others base their detection on the volumetric properties
of packets arriving on servers within specific temporal windows. However, DDoS attacks do not share specific
distinguishing features, so no systems have yet been created that can accurately detect an attack of any unusual
type [2].

In the ever-changing world of cyber threats, understanding DDoS attacks and creating better ways to spot
them are really important to protect digital systems.

Related Works

One of the most common types of DDoS attacks is the SYN flood. This attack is based on some principles
of the TCP protocol, which is a transport layer protocol and one of the main protocols of the Internet protocol suite.

TCP is a connection-oriented protocol, therefore it requires the connection between two nodes to be
established before the actual data transfer can take place. One of these nodes is called “server” and the second one —
“client”. While the server is listening for incoming connections, clients can establish such a connection by sending
the SYN packet to the server. When the server receives a SYN packer, it starts a handshake procedure which
consists in sending a SYN-ACK packet back to the client. Because computer RAM is finite, any server can only
process a limited number of handshakes at a time.

SYN flood attack happens when malicious clients send SYN packets to the server without finalizing the
handshake procedure. When server’s connection wait slots are exhausted, denial of service is happening, because
legitimate clients are unable to establish new TCP connections to the server [2, 4].

Another well-known type of DDoS attack is the ICMP flood. It is based on the exploitation of Internet
Control Message Protocol (ICMP), which is the network layer protocol that is used to send service messages
between hosts on the Internet. ICMP includes the specification of the so-called “echo request”, which is a method
normally used to determine the latency between two hosts. When a machine receives an echo request it’s obligated
to send back the correct response.

Similar to the previous type of attack, one or more malicious hosts send legitimate echo request messages
in such numbers that the attacked machine's resources run out. When legitimate users can no longer access the host,
the denial of service is happening [2, 5].

UDP flood is another popular type of DDoS attack. As its name implies, it uses an important transport layer
protocol called UDP. User Datagram Protocol (UDP) basically is a stateless protocol, so it does not require a
connection to be established between hosts to send messages, nor does it check whether messages were successfully
delivered.

Using such protocol features, attackers send random UDP messages to the target host. Processing such
messages, the host spends resources, which are eventually exhausted. [2, 6].

Given the variety of types of DDoS attacks, as well as their extreme similarity to legitimate traffic, their
detection is not a trivial task. All existing methods are somehow related to statistical analysis or machine learning.

The simplest methods are based on the analysis of some numerical characteristics of incoming traffic per
unit of time. An example of such a method is [7], which describes the construction of a fuzzy estimator based on one
value — mean packet inter arrival times. Nevertheless, despite the simplicity of the model, on certain types of attacks
it has an efficiency of more than 80%.

More sophisticated detection techniques utilize popular machine learning techniques for classification
problems, including artificial neural networks, support vector machines and decision trees [1].

An example of a more complex system based on machine learning technologies, in particular artificial
neural networks, is [8]. The paper describes the model based on the particular artificial neural networks which
classifies network packets into one of 4 types: DNS DDoS attack, CharGen DDoS attack, UDP DDoS attack and
legitimate traffic. The classification is based on four packet parameters, which are packet arrival time, source IP
address, destination IP address, used protocol and packet length. To test the model, public datasets were used, on
which the model demonstrated an overall accuracy of 95.6%. However, the model has shown lower accuracy
(82.1%) in the classification of UDP DDoS attacks.

Another example of a successful model based on neural networks is [9]. It is aimed to detect DDoS attacks
in real time .The model was implemented in the Apache Spark cluster and tested on a public dataset. The average
detection rate of the model is over 94%.

Proposed technique

Given the growing damage that DDoS attacks inflict on the network infrastructure, and subsequently the
economy every year, it was decided to develop a model, which is able to detect such attacks. Taking into account the
experience of well-known systems, as well as the variety of types of DDoS attacks, it was decided to use machine
learning algorithms as the basis for the developed model.

The dataset used is publicly available [10]. An important feature of the dataset is the fact that it includes
examples of the most common types of attacks: SYN flood attack, UDP flood attack, ICMP flood attack. It consists
of 1,04,345 rows of data, where every row includes 23 features. There are extracted features such as source IP,
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destination IP, port number, number of bytes transferred from the switch port, etc. And there are calculated features
such as the number of packets sent per second. A similar set of characteristics can be obtained on a real network
hardware using simple calculations, which makes it possible to approximate the model evaluation to real operating
conditions. All fields were converted to numerical values for the correct operation of the model. In particular, the
Protocol field, which stored string values, was converted to integer values, where each protocol corresponds to a
separate integer. All missing values were replaced with zeros. Source IP, destination IP and date and time fields
were not used in order not to create information noise during training of the model.

The field “label” in each row contains either 0 or 1 where 0 corresponds to legitimate traffic and 1 to
malicious one. The problem of DDoS attack detection is therefore formally reduced to the task of binary
classification of each row from the dataset, that is, to building such a model that can precisely predict the value of
the label based on other fields from the same row.

Decision trees were chosen as the basis for the developed model. A decision tree is a tree-like structure,
where each internal node represents a test on an attribute, each branch represents an outcome of the test, and each
leaf node belongs to one of the classes. Each sample starts from the root and, being subjected to tests, eventually
comes to one of the leafs, which corresponds to the result of the classification of this sample.

Decision tree models have a long history of use in the field of classification problems. Over the decades,
many algorithms have been developed to build such models: ID3, C4.5, and the latest — CART. All these algorithms
are based on the "greedy" principle of building trees from top to bottom, but differ in details [11].

Popular Python library Scikit-learn [12] and its implementation of the CART algorithm was used to load
and preprocess the dataset, to train the model and to evaluate it.

To objectively assess the accuracy of the constructed model the Scikit-learn [12] implementation of the
stratified 5-fold cross-validation was used. This technique is used to effectively eliminate random information noise
that can occur when splitting a learning dataset into training and test subsets.

Finally, the model was tested, the results of which are shown in Fig. for each of the folds.

Cross-validation of the model

1.00 A

0.98

0.96 -

0.94 -

0.92 ~

Accuracy

0.90 -

0.88

0.86 ~

0.84 -

0 1 2 3 4
Fold

Fig. 1. The accuracy of the model during the 5-fold cross-validation

According to the test results, the average accuracy of the model was about 0.94, and the standard deviation
was at the level of 0.06.

Test results point to high accuracy levels on the most popular types of attacks. It can be applied in the real
world to filter malicious packets on network equipment, thereby significantly reducing the processing time for
malicious packets and increasing the stability of the host during attacks by saving its resources. When used on
critical infrastructure, where the accuracy of the model is insufficient, it can be used as a tool for detecting attacks
for subsequent manual response to them by the administrators of the infrastructure.
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Conclusions

In this paper, modern prospects for DDoS attacks and their economic impact were considered. The ever-
increasing need to search for methods to protect against them, in particular their detection, was emphasized.

The main types of DDoS attacks, their nature and mechanisms are described. It is indicated that DDoS
attacks are very similar to legitimate traffic, which complicates the task of detecting them.

Popular methods for detecting DDoS attacks from the literature, including methods based on machine
learning algorithms, are considered.

A machine learning model based on decision trees has been developed that can effectively detect DDoS
attacks. The model has been tested using a publicly available dataset [10]. The test results show a significant level of
accuracy of the model, about 94%.

The constructed model is characterized by simplicity and high accuracy on the most popular types of
attacks. It can be applied in the real world to filter malicious packets on network equipment. When used on critical
infrastructure, where the accuracy of the model is insufficient, it can be used as a tool for detecting attacks for
subsequent manual response to them.

References

1. D. G. DDosS detection and prevention based on artificial intelligence techniques. Scientific bulletin of naval academy. 2019. Vol.
XXIl, no. 1. P. 134-143. URL: https://doi.org/10.21279/1454-864x-19-i1-018 (date of access: 19.10.2023).

2. N. A. M., Zaboon K. H., Abdullah A. A. A review of the common ddos attack: types and protection approaches based on artificial
intelligence. Fusion: practice and applications. 2021. P. 08-14. URL: https://doi.org/10.54216/fpa.070101 (date of access: 19.10.2023).

3. NETSCOUT's 14th annual worldwide infrastructure security report. NETSCOUT's 14th Annual Worldwide Infrastructure Security
Report. URL: https://www.netscout.com/report/ (date of access: 19.10.2023).

4. Davidson J. An introduction to TCP/IP. New York, NY : Springer New York, 1988. URL: https://doi.org/10.1007/978-1-4612-
4572-8 (date of access: 19.10.2023).

5. Seven deadliest network attacks. Elsevier, 2010. URL: https://doi.org/10.1016/c2009-0-61914-0 (date of access: 19.10.2023).

6. Data communication and networking concepts in user datagram protocol (UDP). International journal of recent technology and
engineering. 2020. Vol. 8, no. 5. P. 2765-2768. URL: https://doi.org/10.35940/ijrte.d8758.018520 (date of access: 19.10.2023).

7. Real time DDoS detection using fuzzy estimators / S. N. Shiaeles et al. Computers & security. 2012. Vol. 31, no. 6. P. 782—790.
URL: https://doi.org/10.1016/j.cose.2012.06.002 (date of access: 19.10.2023).

8. Atrtificial neuron network implementation in detection and classification of DDoS traffic / D. Perakovic et al. 2016 24th
telecommunications forum (TELFOR), Belgrade, Serbia, 22—23 November 2016. 2016. URL: https://doi.org/10.1109/telfor.2016.7818791 (date
of access: 19.10.2023).

9. Hsieh C.-J., Chan T.-Y. Detection DDoS attacks based on neural-network using Apache Spark. 2016 international conference on
applied system innovation (ICASI), Okinawa, Japan, 26-30 May 2016. 2016. URL.: https://doi.org/10.1109/icasi.2016.7539833 (date of access:
19.10.2023).

10. Ahuja N. DDOS attack SDN Dataset. Mendeley Data. URL: https://doi.org/10.17632/jxpfjc64kr.1 (date of access: 19.10.2023).

11. Han J. Data mining: concepts and techniques. 3rd ed. Burlington, MA : Elsevier, 2011. 703 p.

12. Scikit-learn. Scikit-learn. URL: https:/scikit-learn.org (date of access: 19.10.2023).

Maksym Chornobuk student, Software Tools Department of National | crymenr xadbenpu mporpamuux 3aco6iB,

Maxkcum YopHoGyK University "Zaporizhzhia Polytechnic”, Zaporizhzhia, | Hamionansuuit YHIBEPCHUTET
Ukraine, «3amnopi3bka MOITeXHIKa», 3amopixkKs,
e-mail: chornobuk.maksym@gmail.com VYkpaiHa.

https://orcid.org/0000-0003-3200-7306
Scopus Author ID: 58205318000

Valeriy Dubrovin PhD on Engineering, Professor, Software Tools | xkanaumatr TexHiuHHX Hayk, mpodecop
Baunepiii JyopoBin Department of National University "Zaporizhzhia | xadpenpu MpOrpaMHHUX 3aco0iB,
Polytechnic”, Zaporizhzhia, Ukraine, HauionanpHuii YHIBEPCHUTET
e-mail: vdubrovin@gmail.com «3amnopi3bka MOJITEeXHIKa», 3amopixkKs,
https://orcid.org/0000-0002-0848-8202 Vkpaina.
Scopus Author ID: 7003406517, ResearcherID: L-2451-
2018
https://scholar.google.com/citations?user=UZGC3S8AA
AAJ
Larysa Deineha Senior Lecturer, Software Tools Department of National | crapuuuii BUKJIa a4 Kadenpu
Jlapuca Jleiinera University "Zaporizhzhia Polytechnic", Zaporizhzhia, | nporpamuux 3aco6is, HanionansHuit
Ukraine, YHIBEpCHUTET «3amopi3bka MOJITeXHIKay,
e-mail: deynega.larisa@gmail.com 3anopixoks, Ykpaina.

https://orcid.org/0000-0003-0304-4327

Scopus Author ID: 57201676588, ResearcherID: K-
3885-2018
https://scholar.google.com.ua/citations?user=DwbhGeYU
AAAA]

MDKHAPOJITHUI HAVKOBHIA KYPHAJI . 9
«KOMIT’IOTEPHI CUCTEMH TA IHOOPMAIINHI TEXHOJIOI'TI», 2023, No 4


mailto:chornobuk.maksym@gmail.com
https://orcid.org/0000-0003-3200-7306
mailto:vdubrovin@gmail.com
https://orcid.org/0000-0002-0848-8202
https://scholar.google.com/citations?user=UZGC3S8AAAAJ
https://scholar.google.com/citations?user=UZGC3S8AAAAJ
mailto:deynega.larisa@gmail.com
https://orcid.org/0000-0003-0304-4327
https://scholar.google.com.ua/citations?user=DwbGeYUAAAAJ
https://scholar.google.com.ua/citations?user=DwbGeYUAAAAJ

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

https://doi.org/10.31891/csit-2023-4-2

UDC 004.62: 616.006

Gennady CHUIKO, Olga YAREMCHUK

Petro Mohyla Black Sea National University

HANDLING THE BREAST CANCER RECURRENCE DATA FOR A MORE
RELIABLE FORECAST

Breast cancer in women is a global problem that affects the gene pool. This sickness has become a prevalent cancer
threat for Ukrainian women, while early detection and prophylactics notably raise survival chances, dropping the cost of treatment.
Recurrence event control and forecasting are vital field areas of this problem.

This article deals with data that permits via machine-learning breast cancer recurrences in patients undergoing the
therapy. The renewed data set presented in this paper contains 252 cases, of which 206 did not have recurrent events, but 46 did.
This data set is an improved version of the well-known Ljubljana breast cancer data set from 1988.

The aim is a lift in the reliability of clinical prognoses of breast cancer recurrence using the updated and improved LBCD.
The list of tasks accompanying this goal is as follows: Estimating relevance ranks for LBCD attributes; Evaluations of noise levels for
attributes, mainly for the class attribute;, Reduction of the dataset by removing irrelevant and noisy data; Imputing (restoring) the
missed values for the class attribute; The simile of the performance for the initial and upgraded dataset.

Our updated dataset has fewer instances (252 instead of 286) and fewer attributes (six instead of ten), aside from the
class attribute being noise-cleaned and its missed values being restored. As a result, the performance of the upgraded data set is
much better than the original one, especially concerning cases of recurrence cancer. It allows clinicians a more reliable machine-
learning diagnosis of breast cancer recurrence using the most known classifiers.

The used dataset is helpful in machine learning models' devising, which shall classify, detect, and forecast probabilities of
recurrence events of breast cancer in clinics. The elaborated dataset ensures a much higher performance for machine learning
algorithms than the initial prototype. Compared to the prototype, the dataset is more compact, comprising 252 instances instead of
286 and 6 attributes instead of 10. This dataset's class (category) attribute is entirely free of noise.

Keywords: machine learning, breast cancer dataset, recurrence events, noise cleaning, performance improving.

TCennaniiit YYUKO, Onbra IPEMUYK

YopHOMOpCHKHIA HaliOHANbHUI YHiBepcuTeT imeni [lerpa Morumu

OBPOBKA JIAHHUX ITPO PEIIUJIUBU PAKY MOJIOYHOI 3AJI03M JIJIA BLIbII
HAJAIMHOI'O IPOT'HO3Y

Pak MOJIOHHOI 3a/031 Y XKIHOK — r/106asibHa npobrema, sKka BIVIMBAE Ha rEHO@OHA. L xBopoba crasia OCHOBHOK
OHKOJIOMYHOK 33rP030I0 /15 YKDAIHCbKUX XKIHOK, @ ii paHHE BUSIBAIEHHS Ta MPO@IIaKTUKa 3HAYHO MMABULLYIOTH LaHCH Ha
BIKUBAHHS], 3HWKYOYN BaPTICTh JIIKYBaHHS. KOHTPO/Ib peyMAnBIB Ta iX NPOrHO3YBaHHS € XUTTEBO BaX/IMBUMU AiNISTHKaMU LjiEi
npobremu.

L{g cTarTa cTOCyeTBCA AarHnX, SKi AO3BOJISIOTE 38 AOMOMOIOr MALIMHHOIO HaBYaHHS BUSBJISTH PELMANBU PaKy MOJIOYHOI
3a/1031 y NALIEHTIB, SKI MPOXOASTs TEPAio. OHOBICHM HAOIP AarnX, NPEACTaBIEHMA y Ui CTaTTl, MiCTUTL 252 Bunagkv, 3 Skux
206 He mMamm peynmBis, ane 46 Ma/m ix. Ljesi Habip AaHux € BAOCKOHA/IEHOK BEPCIED BIAOMOro Habopy npo PaK MOJIOYHOI 3a/103u
cTBoperHoro B JliobrnsHi 1988 poky.

MeToro € rifBNLYEHHS HAAIIHOCTI KITIHIYHUX MPOrHO3IB peynanBy Daky MOJIOYHOI 3a/1034 33 [OMOMOIOK OHOBJIEHOIO Ta
BAOCKoHaneHoro LBCD. llepesiik 3a84aHb, LU0 CYrPOBOMKYIOTE JOCATHEHHS LiEi METY, € HacTyrHuM: OUIHKa PaHriB peieBaHTHOCTI
415 atpubytis LBCD; OuiHka piBHIB LyMy A1 aTpubyTiB, FO/IOBHUM YUHOM 47151 atpubyTy Kiacy, CKOPOYEHHS Habopy AaHux
LLIIXOM BUAGTIEHHS] HEPESIEBAHTHUX | 3aLLyMIIEHNX AaHnX; OOYNCIEHHS (BIAHOB/IEHHS]) MPOIYLUEHUX 3HAYEHDb A/IS1 aTpUOYTy Kaacy;
[TopiBHSIHHS TPOAYKTUBHOCTI 4/19 [T0YaTKOBOrO 1@ OHOB/IEHOIO Habopy AaHuX.

Halw oHoB/ieHM HaBIp AaHnx Mae MeHLIE eK3eMIISpiB (252 3amicT 286) | MeHwwe atpmubyTiB (LWiCTb 3aMicTb JecaTi),
OKPIM MOro atpubyT K/Iacy OYMLLEHO B LyMY, | HOro rporyLYeHi 3HaYEHHS BIAHOB/IEHO. Y pPE3y/ibTati PoAyKTUBHICTb OHOB/IEHOO
Habopy AaHnx Habararo Kpaiya, HiX y MpoToTurly, 0CO6/IMBO LYOAO BUNAAKIB PeLNanBY PaKy. Lle 403BONISE KIHIUMCTaM rmpoBoguT1
6inblll  HAAIMHY [IarHOCTUKY PeunanBy pPaKy MOJIOYHOI 3371034 33 [OMOMOror MALMHHOMO HABYaHHS Ta HavBIoOMILuMx
Kacugikaropis.

Bukopuctanmi Hablp AaHux € KOPUCHUM [U151 PO3POOKU MOAENEH MALUMHHOMO HaBYaHHS], SIKI MOBUHHI KIacu@ikyBaTy,
BUSIB/ITH Ta [IPOrHO3YBATH MMOBIDHICTE PELMANBIB PaKy MOJIOYHOI 3a/1031 B KIIIHIKaX. Po3po6rieHmi Habip AaHux 3abesnedye
3HAYHO BULLY TPOAYKTUBHICTL A/IFOPUTMIB MALUMHHOMO HAaBYaHHS, HPK rmoYyatkoBmi rpototurl. [IopiBHSHO 3 [POTOTUIIOM, HAa6Ip
AaHnx € OifibLl KOMIakTHUM: 252 ex3emispu 3amicte 286 1a 6 atpubyTtis 3amicte 10. ATpubyT knacy (kareropii) ysoro Habopy
AaHNX [TOBHICTIO OYMLUEHMI B LLYMY.

Kto4oBi  C/10Ba: MAalUMHHE HAaBYaHHS, HAab[p AaHuX 1po paK MOJIOYHOI 3371034, pPELnanBY, OYULYEHHS B4 LyMY,
TIABALLEHHST [1POJYKTUBHOCTI,

Introduction
Breast cancer is a highly prevalent form of cancer among Ukrainian women [1]. Women are the primary
carriers of the national gene pool, which makes early diagnosis of breast cancer with the help of artificial
intelligence incredibly important. Machine learning and deep learning techniques are gradually integrated into
evidence-based medicine, and oncology and breast cancer diagnostics are no exception [2]. These computer-assisted
techniques can improve clinical decision-making and patient outcomes[2, 3].
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Our attention will be focused on the oldest among several well-known oncology breast cancer datasets, the
Ljubljana Breast Cancer Dataset (LBCD). This dataset has been in use since 1988 [4], and it illustrates the cases
where a node cap can occur in a female's body, which can lead to the recurrence of breast cancer. Attributes of
LBCD (Meta Data) are the following:

- Age — Age of the patient at the time of diagnosis.

- Menopause — 12 months after a woman's final period.

- Tumor size — Tumor size represents the size of the cancer tumor at the time of diagnosis.

- Inv-nodes- Number of lymph nodes in the armpit that contain the spread of breast cancer visible.

- Node caps — Though the outside of the tumor seems to be contained, cancer may expose the risk of
metastasis to the lymph node.

- Degree of malignancy — Grade of cancer that is visible under a microscope.

- Breast — Which side of the breast does breast cancer occur.

- Breast quadrant- Regions from the nipple area where breast cancer occurred.

- Irradiation: Treatment that destroys cancer cells.

The class attribute has two possible values: {no-recurrence, recurrence}. There are a total of 286 cases
(instances) in the dataset. Of these, 201 belong to the first class without repeats, while 85 belong to the second class
with recurrences [4]. One can see that the dataset is pretty imbalanced regarding the possible classes.

Related works

Between 2001 and 2019, the UCI machine learning repository listed 147 papers that cited the dataset [4].
This means that the dataset was referenced in approximately eight articles per year. Recently, a few dozen papers
have been added to this list. As a result, it is virtually impossible to analyze each of these works individually.

However, it is noteworthy that most of these works attempted to achieve better results by improving the
machine-learning algorithms while keeping the dataset unchanged. Only a few authors have taken the opposite
approach, focusing on improving the dataset through optimal feature selection [2, 5, 6], denoising [7,8], or restoring
missing values [9]. It is rare for authors to use a combination of these three methods.

A balanced dataset contains an equal or almost equal number of samples from the positive and negative
classes. The medical datasets often are out of this rule. One can find the consequences and solutions in the review
[10]. For example, AU PRC (area under the Precision-Recall Curve) is better as the integral evaluation of the
performance than traditional AU ROC (area under the Receiver Operator Characteristic) in this case [11]. We are
going to take these recommendations further.

The Waikato Environment for Knowledge Analysis (Weka) is a Java-based software developed at the
University of Waikato, New Zealand. It is free and licensed under the GNU General Public License [12]. Its purpose
is to mine data, especially from vast datasets. The latest versions of Weka contain a modern collection of various
algorithms and means of machine learning with powerful visual support. Weka was used in the research displayed in
this paper.

Main goal and tasks of the research

Let us formulate the primary goal of this study. The aim is a lift in the reliability of clinical prognoses of
breast cancer recurrence using the updated and improved LBCD.

The list of tasks accompanying this goal is as follows:

- Estimating relevance ranks for LBCD attributes

- Evaluations of noise levels for attributes, mainly for the class attribute.

- Reduction of the dataset by removing irrelevant and noisy data.

- Imputing (restoring) the missed values for the class attribute.

- The simile of the performance for the initial and upgraded dataset.

Experimental design, datasets, and methods
The raw initial dataset (LBCD) was borrowed from [4]. This dataset has 286 instances (201 without Breast
Cancer recurrence events and 85 having ones). Each instance was described by ten, including the class attributes.
The code table for nine attributes of the raw dataset, excluding the class, is hosted in Table 1.

Table 1.
Coding table for nine attributes of the raw dataset
Attribute deg— irradiated | node-caps | tumor-size | inv-nodes age breast- breast Meno
malign quad pause
Code (IDs) 1 2 3 4 5 6 7 8 9
Feature ranking and selection
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As a rule, authors who work with machine learning and have performed attribute ranking exploit for this
purpose one, rarer two, or three algorithms. There will be seven ranking algorithms in use. Therefore, they also need
a code table, Table 2.

Table 2.
Coding table for seven algorithms (evaluators) used for attribute ranking
Evaluator Symmetrical _ L . . . . .
Uncert Attribu PalryVlse_Co_rr Info_Qaln_Att Galn_R_atlo_At Class!fler_Attr Correla_tlon_At Cfs Subset
T elation_Attrib ribut trib ibut trib -
Code (IDs) a b c d e f g

Thus, one can frame a rank matrix for nine attributes obtained by seven evaluating algorithms. Hence, the
ranks matrix has nine columns and seven rows. The highest rank is 1, and the lowest is 9. This matrix has such a
form:

Rm =
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Thence, the columns of the matrix (1) are labeled by codes from Table 1, while the rows are by codes from
Table 2. Note that most evaluators rank the last four attributes by lower ranks (6-9) almost in unison, being less
united for the first five.
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Fig 1 Heat Map of the Ranking matrice (left-hand side) and box plot (Tukey's chart) of its columns (right-hand side); the height of the
boxes shows the corresponding interquartile ranges, while the horizontal segment at the boxes' "waist" is a median.

Figure 1 shows the Heat Map of the matrix (1) and the box-and-whiskers plot (Tukey's chart) for its
columns. The structure of the rank's matrix, its heat map, and the box plot of its columns all testify about the
presence of two subsets of attributes:

- The first five have between 1-th and 5-th ranks and manifest relatively high variability of ranks if
the interquartile ranges evaluate that as in the box plot;

- The last four attributes have no visible variabilities (zero interquartile ranges), lower rank from 6
to 9, and occupy the dark side of the Heat Map.

So, the order of attributes in Table 1 corresponds to the ascending order of the rank matrix (1) columns,
their medians, and the "darkening" of the heat map columns. After that, one can consider the last four attributes of
Table 1 as less relevant in simile to the first five.

Noise cleaning and dataset reduction
First, we reduced the number of attributes from ten to six by removing the last four attributes with lower
relevance ranks (from 6 to 9) in Table 1 from the dataset. Thus, the intermediate dataset had 286 instances and six
attributes, including class.
Then, this dataset was filtered using CAIRAD (Invalid Record Analysis and Attribute Value Discovery
[7]). This filter allows one to mark all questionable (incorrect) attributes as missing values. Next, all instances with
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three or more incorrect attributes, meaning half of them or more, were deleted. That reduced the dataset to 252
instances.

It is well-established that incorrect values in class attributes are the most harmful among all the noises
present [8]. Even after applying filters, the dataset still contained 35 incorrect values, which accounted for 14% of
the total values in the class attribute (see Fig.2).
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Fig. 2 Column graph for the noise levels for the first five attributes of Table 1 (1-5) and class attribute (6)

That initiated the imputation procedure (restoring correct values) for detected via filtering, denoted as
missed ones. There exist many ways of such an imputation, and the algorithm [5] has been used here. The
imputation was used only for the class attribute; other noises (1% to 14% dependent on the attribute) were
considered missed values. As a result, the dataset was upgraded to 252 instances with six attributes each. Two
hundred six of them are without recurrence events, whereas 46 have recurrence. Thus, the upgraded dataset is surely
imbalanced even more than the raw one. Each instance has five nominal attributes with moderate noise levels.
However, the class attribute, the sixth one, is free of noise.

The authors would like to underline two limitations of the upgraded dataset that is accessible in [13]:

First, the dataset still holds 16 instances from 252, with two missed attributes from six; perhaps these
instances should also be removed.

Second, five attributes still have missing values, on a level of 1% to 14%, which may be restored.

Performance simile of datasets

To compare the performance of the two datasets, we analyzed the main performance indexes of the original
[4] and upgraded [13] datasets using a version of the J48 classifier. Specifically, we used
"weka.classifiers.trees.J48Consolidated -A -C 0.25 -M 2 -Q 1 -RM-C -RM-N 99.0 -RM-B -2 -RM-D 50.0".

Let us start with two confusion matrices, which serve as an origin for calculations of most performance
indicators [14]. The structure of a confusion matrix is as follows :

- True Positive (TP): Observations are positive and are predicted to be positive. The value of TP is
located in the left upper cell of the 2x2 matrix

- False Negative (FN): Observations are positive but are predicted to be negative. Right upper cell.

- True Negative (TN): Observations are negative and are predicted to be negative. Right lower cell

- False Positive (FP): Observations are negative but are predicted to be positive. Left lower cell.

So, the diagonal elements of the confusion matrix show the numbers of correctly classified instances for
each binary class. In contrast, quantities of incorrectly classified instances are shown by non-diagonal cells. Table 3
displays both confusion matrices.

Table 3.
Confusion matrices for raw and upgraded datasets
Dataset Raw Upgraded
153 48 190 16
Confusion matrices
46 39 5 41
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Note that the upgraded dataset has 252 instances instead of 286 in the raw one. Nevertheless, there is
evidence that the number of correct predictions increased while the number of incorrect ones dropped. A more
detailed comparison of the datasets is provided in Table 4.

Table 4
Performance indicators for raw and upgraded datasets
Datasets Classes Precision Recall F-measure MCC AU PRC
Raw no-recurrence 0.769 0.761 0.765 0.219 0.758
recurrence 0.448 0.459 0.453 0.219 0.434
Upgraded no-recurrence 0.971 0.922 0.948 0.751 0.979
recurrence 0.719 0.891 0.796 0.751 0.776

In evaluating prediction models, MCC (Matthew correlation coefficient) and AU PRC (area under the
Precision-Recall Curve) are two critical measures. MCC considers all four elements of the confusion matrix and
produces higher scores closer to 1 only if the prediction ensures reasonable rates for all four categories. In other
words, MCC comprehensively evaluates the model's performance independent of a class. For the upgraded dataset,
the MCC score tripled and achieved a value of 0.751, indicating a significant improvement in the model's accuracy.

Another integral but class-dependent performance indicator (AU PRC) increases, especially for the second
class (cancer recurrence). Tables 3 and 4 show the higher classification performance concerning the updated data
set. It means more reliable diagnostics, declared the goal in section 1.2.

Comclusions

The dataset [13] is helpful in machine learning models' devising, which shall classify, detect, and forecast
probabilities of recurrence events of breast cancer in clinics.

The elaborated dataset ensures a much higher performance for machine learning algorithms than the initial
prototype [4].

Compared to the prototype, the dataset is more compact, comprising 252 instances instead of 286 and 6
attributes instead of 10.

This dataset's class (category) attribute is entirely free of noise.
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MODELING AND PROCESSING OF INFORMATION FLOWS IN THE
EDUCATIONAL PROCESS OF MEDICAL STUDENTS USING MIND MAPS

The fundamental principle of medical education today should be the formation of a highly qualified competitive medical
professional who can conduct innovative activities and has the skills of continuous professional development, as well as increasing
the transparency and clarity of the educational process for students and building confidence in achieving effective results. The
creation of a modern innovative educational environment involves ensuring optimal conditions for the development and self-
development of a student, which can be created, among other things, through the use of modern digital resources by both lecturers
and students. Thus, the task of digitalizing the educational process of medical students is currently relevant. The purpose of this
studly is to model and process the information flows of the educational process of medical students.

Digitalization and visualization of the educational process at the Department of Histology of National Pirogov Memorial
Medical University (Vinnytsya, Ukraine) by developing mind maps revolutionizes education, improves the teaching process,
significantly increases the efficiency, effectiveness and quality of the educational process through the development of cognitive,
productive, reproductive thinking in students, compliance with the intellectual capabilities of higher education students, increasing
the level of involvement of students, developing digital competence in students, and so on.

The modeling and processing of information flows of the educational process of medical students has shown that
students’ knowledge is largely determined by the characteristics of information sources, and in order to maximize the coincidence of
information flows of information sources and information flows learned by students, it is worthwhile and expedient to digitalize and
visualize educational content using mind maps. It has been empirically confirmed that the use of mind maps in the study of the
educational component "Histology" has increased the coincidence of information flows of information sources and information flows
learned by students from one quarter to three quarters.

Keywords: digitalization of the educational process, visualization of the educational process, mind maps, modeling of
information flows, processing of information flows.

Banentuna THEHHA, Anaromniit KOPOJIb

BiHHUIBKHI HalliOHAIBHUN MeMIHUH yHiBepcuteT iM. M. 1. ITuporosa

Oner BOMUYP

XMeNbHUNBKHUI Hal[lOHAIBHUH YHIBEPCUTET

Onsra TOBOPYIHIEHKO, Biktopis [IOITOBA

BinHuIbKMiA Hal[lOHATBHUKE MeUYHUN yHiBepcuTeT iM. M. L. [luporosa

MO/JIEJTIOBAHHSA TA OMPAIIOBAHHS IH®OPMAIIIHHUX IHOTOKIB_
OCBITHBHOTI'O ITPOLHECY 31IO05YBAYIB MEIMMHUX CHHEIIAJIBHOCTEMU 3
BUKOPUCTAHHSAM KAPT TYMOK

OCHOBOIMOJIOXKHUM  MIPUHLNAIIOM  MEAUYHOI  OCBITW  CbOrOAEHHS MAa€E CTatv  @QOPMYBAHHS  BUCOKOKBA/TIQIKOBAHOIro
KOHKYDEHTOCITPOMOXHOIO  @axiBysi MeAUYHOI rany3j, SKud MOXe BECTU [HHOBAaUWiHy AIS/IbHICTb Ta BOJIOLIE HaBUYKaMU
6E311EPEPBHOO MPOGYECIHHOrO POIBUTKY, @ TAKOX IMIABHILLIEHHS MPO30POCTI Ta 3PO3YMI/IOCTI OCBITHBOIO MPOLECY A/1S 3406yBadviB Ta
GopMyBaHHS y 3406yBaiB BIIEBHEHOCTI Y AOCIIHEHH €QeKTUBHUX pe3ysibTatiB. CTBOPEHHS CyHYaCHOro iHHOBALIIHOrO OCBITHbOIoO
cepenoBuLya nepesbayac 3abe3neqeHHs OnTUMAaTIbHUX YMOB U151 PO3BUTKY ¥ CaMOPO3BUTKY JIOANHY, IO HABYAETHCS], SIKI MOXYTb
6yTV CTBODEH] B TOMY YU/ ¥ 33 [OMOMOrol BUKOPUCTAHHS CYYacHUX UM@pPOBUX PECYPCIB SK BUKaAavyamy, Tak i 3406yBavyamu
ocBiTH. OTXE, Hapasi aKkTya/IbHOK € 334a4a AIKUTA/NB3aLIT OCBITHbOIO MPOLECY 3406yBaqiB MEAUYHUX CIIELIAIBHOCTEN, MeToro
AGHOro AOCTIIIKEHHS € MOJE/IOBaHHS Ta OrpautoBaHHs [HHOPMAaLiViHUX MOTOKIB OCBITHBOIO rpPOLECY 3406YBaqiB MELANYHNX
crneyianbHoCTed. [imkuTanizalis 1a Bizyasizalis OCBITHbOro npoLUecy Ha Kageapi rictosorii BiHHULIbKOro HaLioHamIbHOro MEGUYHOO
yHisepeutety iM. M. I [luporosa 1uisgxoM po3pob/ieHHs KapT AYMOK PEBOJIIOLIOHIZYE OCBITY, y.AOCKOHA/IIOE MPOLEC BUK/IBAAHHS,
3HAYHO MIABULLYE EPEKTUBHICTb, PE3Y/IbTATUBHICTL Ta SIKICTb OCBITHBOIO MPOLECY 33BASKN PO3BUTKY B 3400yBaYiB Mi3HaBaslbHoro,
1IPOAYKTUBHOIO,  PEINMPOLYKTUBHOIO MUC/IEHHS, BIAMOBIAHOCTI  [HTEEKTYalbHUM MOX/IMBOCTIM  3406yBaqiB  BuLOI  OCBITYH,
MABNLYEHHS PIBHS 3a/Ty4EHOCTI 3400yBayiB, po3BUTKY LUN@POBOI KOMIIETEHTHOCTI y 3400yBa4iB, a TaKOX 33 PaxyHOK 3340BOJIEHHS
JBOX CTIViKuX TPEHAIB OCBITU CbOrOAEHHS — IHAMBIAYan3aLia | MepCoHa/li3aLisi OCBITHbOro npouyecy 1a ¢opmysarHHs soft skills y
3406yBa4viB BALLOI OCBITH.

MogesoBarHs Ta OnpautoBaHHs [HGOPMALIVIHUX OTOKIB OCBITHBOrO MPOLECY 3406yBayiB MEAUYHUX CIELIA/IbHOCTEN
110K333/10, YO 3HAHHS CTYAEHTIB 3HAYHOK MIPOK0 BU3HAYAIOTLCS XaPaKTEPUCTUKAMMU [DKEDES IH@opMauli, a A/ MaKcumizaui
CriBragiHHs iH@POPMaLiiHNX OTOKIB AXXKEDES iHGOPpMALi Ta IH@POPMALIiViHNX TOTOKIB, 38CBOEHUX 3406yBavamu, BapTo i AOLIbHO
AIDKNTANBYBATH T3 Bi3yasi3yBaTv OCBITHIY KOHTEHT 3 BUKOPUCTAHHAM KapT AyMOK. EMIpUYHO MiATBEDAKEHO, YO BUKODUCTAHHS
KapT [yMOK rpy BUBYEHH] OCBITHbOrO KOMIIOHEHTY <«[ICTO/IONS» A[O3BOM/IO IIABULUNTY CIIIBREAIHHS TH@OPMALiHNX MOTOKIB
LDKEPET IHGOpMaLii Ta IH@OPMALIVIHUX TOTOKIB, 3aCBOEHMX 3406yBaYamu, 3 OHIEI YBEDTI 4O TPbOX YBEPTEH.

Kimo4oBi c/ioBa. AIKNTE/NBEALIS OCBITHBOIO POLECY, Bi3yasi3allii OCBITHBLOIO PoLecy, Kaptv AyMOK, MOQEOBAHHS
iH@OpMAaLiViHNX MOTOKIB, OrpautoBaHHs iH@OPMaLIiviH1X MOTOKIB.
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Introduction

Modern education in general and medical education in particular aims to develop the personality and form
the professional competence of future specialists. Society is a customer for a qualified, creative, competent specialist
who is competitive in the national and European labor market.

The fundamental principle of medical education today should be the formation of a highly qualified,
competitive medical professional who can conduct innovative activities and has the skills of continuous professional
development, as well as increasing the transparency and clarity of the educational process for students and building
confidence in achieving effective results.

Students of the new digital generation should actively participate in their own education and contribute to
learning, rather than passively receive and repeat information. Lecturers of both general education and professional
training components in medical higher education institutions should be aware of new trends and teaching methods to
increase their effectiveness. Lecturers should help students use a variety of tools and technologies aimed at more in-
depth learning. Students who do not just absorb information but actively build their own educational concepts
develop skills that enable lifelong learning, which is a necessary reality for future healthcare professionals. As B.
Franklin said: "Tell me and | forget; teach me and | remember; involve me and | learn".

The key to learning in the modern world is the development of digital competencies. The Law of Ukraine
"On Education” considers information and communication competence to be one of the key competencies that every
person needs to be successful in the modern world. The EU has recognized digital literacy (digital competence,
digital skills) as one of the 8 key competencies for full life and work. Digital competence is unique in that it enables
people to acquire other competencies faster and more efficiently. According to the EU and Ukraine's education
development strategy, by 2030, all educational institutions should move not only to digital tools in the traditional
educational process, but also to completely new digital learning models [1]. In addition, educational institutions
should develop digital transformation programs to ensure the competitiveness of educational, research, and business
activities at the national and global levels. The digitalization of educational institutions enhances their competitive
advantages in the markets of educational services, as it promotes new forms of integration at both the national and
international levels, for example, it allows the creation of virtual universities, which involve the pooling of resources
of higher education institutions located in different regions (countries) for the joint implementation of certain
educational programs, primarily in new technological environments.

Modern technologies are more relevant than ever in the modern educational environment - for example,
Michio Kaku predicts that education will soon be based solely on Internet technologies and gadgets such as Google
Glasses, which will soon be transformed into tiny lenses that will allow you to instantly download all the necessary
information [2]. The fact that information technology is associated with entertainment and leisure for Generation Z,
which represents the current student population, leads to high enthusiasm and enjoyment of learning with digital
gadgets and information technology. Therefore, it is now very important for lecturers to use digital gadgets and
information technologies to engage medical students, develop their creative and critical thinking, creativity and
perseverance, teamwork and problem solving. Today, students should not be forced to simply "cram" the
educational material, but should be taught to find the necessary information and use it to solve practical problems,
which is a sign of the education of the future. And the freed-up mental reserve should be reoriented to develop the
ability to analyze, argue, make the right decisions, and create.

Today, almost every student in Ukraine has a mobile device with Internet access (according to Ericsson
ConsumerLab 2020 [3], every Ukrainian family has 2.5 devices with Internet access), but according to the results of
a study of digital literacy of Ukrainians [4], another 53% of the population of Ukraine is currently below the "basic
level" mark, as they use the available devices mainly for games and watching movies, to find ready-made solutions
to tasks. The map of digital skills of Ukraine is shown in Fig. 1 [4].

ssem e Map of digital skills of Ukraine Nortiem reglon

TLE

except of the occupied te f Donet: ons, as well as th ublic

Fig. 1. Map of digital skills of Ukraine [4]
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Medical students also make little use of the available mobile devices for self-education and self-
development due to inability and ignorance of such opportunities. At present, even students who are considered
"digital natives" are actually far from producing their own digital content — while they own their own expensive
devices with the ability to write blogs, create infographics, books, and videos.

Consequently, both students and lecturers do not always use digital resources in their activities, which
reduces the quality of their learning and work, limits and requires significant time to solve professional problems.
This partial use of modern digital resources is primarily due to the lack of information about the availability and
usefulness of digital resources, as well as the lack of skills to work with them.

Digital intelligence (DQ — Digital Quotient) includes three levels [1]: 1) digital citizenship — the use of IT
in everyday life; 2) digital creativity — the creation of one's own content; 3) digital entrepreneurship — the use of IT
for professional activities. Given the above, it can be concluded that currently only the first level of digital
intelligence — digital citizenship — is developed in the educational environment, but the need to develop digital
creativity and digital entrepreneurship is obvious.

The use of modern digital resources by lecturers and students will lead to:

1) increase of attention and interest in learning;

2) accelerating and facilitating the assimilation of knowledge;

3) development of analytical skills;

4) development of cognitive, productive thinking;

5) deeper understanding of the essence of new information;

6) promoting significant and lasting changes to improve the quality of classes;

7) simplification of preparation for classes;

8) increase of professional and scientific level;

9) increase of the efficiency of work with information;

10) increase in productivity, facilitation and acceleration of solving professional problems.

Since today's students cannot imagine their lives without digital technology, given the growth of
information and the fact that digital competence has become one of the 10 key competencies of the 21st century,
which is included in the Future skills you'll need in your career by 2030 [5], and all professions of the future are
somehow related to digital resources, lecturers should help students use this toolkit in a new, creative and
personalized way.

Thus, the task of digitalizing the educational process of medical students is currently relevant. Therefore,
our study is devoted to the modeling and processing of information flows in the educational process of medical
students.

Features of the organization of the educational process of medical students using mind maps

Taking into account the above requirements for the training of future specialists, including specialists in the
medical field, the educational process at the Department of Histology of National Pirogov Memorial Medical
University (Vinnytsia, Ukraine) is currently changing radically — it is being digitalized, individualized and
intensified through the use of effective digital visualization tools that provide easier access to information, compact
and concise presentation of information, systematization of information, increasing the logic of its presentation and
effective teaching.

The educational component "Histology" consists of such sections as: cytology, embryology, general and
special histology, and the amount of information for each section is constantly growing, which constantly motivates
the introduction of new effective tools for the perfect and effective assimilation of information.

Given the huge amount of information in the modern world and the need for compact means of displaying
it, when working with information, there is a need to visualize and systematize it to increase convenience and ease
of perception [6].

Positive aspects of data visualization in education [6]:

1) improved understanding and interpretation of data;

2) enhanced decision-making;

3) increased student engagement;

4) personalized learning;

5) increased transparency and accountability.

Negative aspects of data visualization in education [6]:

1) privacy and security concerns;

2) data quality and accuracy;

3) overreliance on data;

4) accessibility and equity.

Effective digital visualization tools play an important role in the acquisition of competencies and
programmatic learning outcomes by students. By using visualization tools, large amounts of information can be
presented in a concise and logical manner, thereby contributing to the intensification of learning. Currently, there are
a huge number of digital visualization tools that are presented in the "Periodic Table of Visualization Methods" [7].
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An effective digital tool for visualizing the concept and structure, a new form of educational content and a
new digital learning model that is actively used to individualize the educational process at the Department of
Histology of National Pirogov Memorial Medical University (Vinnytsia, Ukraine), are mind maps — diagrams used
to generate, present, systematize and classify concepts, ideas, thoughts [8, 9].

Mind maps enable students in distance and classroom learning to process and record a significant amount
of information, assimilate it and organize it in the form of schemes and structures. The construction of mind maps is
based on associative connections, which is characteristic of long-term memory. Mind maps are used to visualize
thinking, develop creative thinking, brainstorm, stimulate imagination, and solve problems, etc. Mind maps are new
forms of educational content that attract the attention of the audience, provide flexibility of educational content,
facilitate the assimilation of educational content by students, deepen the understanding of educational content by
students, and demonstrate not only facts but also the relationships between them [8, 9].

To build the mind maps, the free online graphic design platform Canva is used, which allows us to quickly
create interactive mind maps with audio, video, images, and hyperlinks to map nodes that explain the concept of a
node or branch of the map in more detail.

Students of specialties 222 Medicine and 221 Dentistry at National Pirogov Memorial Medical University
(Vinnytsia, Ukraine) develop mind maps when studying histology to facilitate learning and deepen understanding of
educational content, as well as to understand both facts and interdependencies between them.

Examples of mind maps developed using the online platform Canva are shown in Fig. 2-Fig. 5.

PHARYNX E30PHAGUS

A conical channel 12-14 cm long A section of lhp digestive tube about

that connects the oral cavity with o 30 cm long, which connects the

the esophagus; V) &78 pharynx with the stomach cavity;
NXTy The esophagus is located between the

Parts of the pharynx: nasal, oral, 1A ¥
laryngeal. e < VI cervical and XI thoracic vertebrae;

LARGE
IN%P%QTIIJ%QE oTOMACH INTESTINE

The part of the digestive tube located in the lower part A bag-like expansion of the digestive tube with a volume The part of the digestive tube located in the lower part of

of the abdominal cavity between the stomach and the of 1.7-2.5 |, where it enters through the esophagus the abdominal cavity between the stomach and the

3 Chopped food moistened in the oral cavity;

cecum; s 4 , 5
Located in the left upper part of the abdominal cavity; - g 2 s i

length 4-5 m, diameter in the proximal section - 5 cm, length 4-5 m, diameter in the proximal section - 5 cm,

diameter in the distal direction diameter in the distal direction

cecum;

Fig.2. Mind map “Digestive system”
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Fig.3. Mind map “Bronchus”
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attached to the alveolar basement membrane.

Fig.4. Mind map “Lungs”
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Fig.5. Mind map “Functions of the respiratory system”

The use of mind maps in the training of medical professionals provides:

- development of information literacy through the confident use of digital technologies to systematize
information and the ability to create their own digital content (digital creativity)

- facilitating the understanding, interpretation and memorization of basic professional terms in both
Ukrainian and English (or Latin) due to the bilingualism of mind maps (digital entrepreneurship);

- reducing the time for memorizing material due to the rapid processing of large amounts of information
and the transfer of information into long-term memory and knowledge (digital entrepreneurship);

- identifying patterns, trends and deviations, which contributes to making more informed decisions based
on evidence in future professional activities (digital entrepreneurship);

- structuring and systematization of students' knowledge, improving the quality of professional skills
(digital entrepreneurship);

- formation of all levels of digital intelligence (DQ — Digital Quotient) in students and lecturers;

- facilitating preparation for the Unified State Qualification Exam in the form of the Krok-1 Licensing
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Integrated Test Exam and the ESP Exam;

- development of self-control skills, timely identification of mistakes, their elimination and even prevention
of their occurrence;

- stimulating the development of independent thinking, intellectual activity and creative approach to
problem solving;

- meeting personal educational needs of each applicant, activation of individual learning and cognitive
activity of applicants, adaptation of learning strategies, and as a result — individualization and personalization of the
educational process of medical students by leveling the difference in perception and processes of information
assimilation by applicants, analysis of the pace of mastering the material;

- promoting the development of curiosity and research interest, formation and development of initiative,
creativity, visual and critical thinking, which are effective intellectual tools that will allow medical students to
become specialists of the future;

- intensification, optimization, mobility and flexibility of the educational process, development of
associative thinking in applicants, identification of gaps in applicants' knowledge and educational gaps.

The need for digitalization and visualization of educational content is due to the peculiarities of the modern
higher education student's thinking — the ability and readiness to perceive visual and graphic information, the
inability to perceive large amounts of textual information, fast information processing and short attention span.
Digitalization and visualization of the educational process at the Department of Histology of National Pirogov
Memorial Medical University (Vinnytsia, Ukraine) by developing mind maps revolutionizes education, improves
the teaching process, significantly increases the efficiency, effectiveness and quality of the educational process
through the development of cognitive, productive, reproductive thinking in students, compliance with the
intellectual capabilities of higher education students, increasing the level of involvement of students, developing
digital competence in students, and so on.

Modeling and processing of information flows in the educational process of medical students using mind
maps

Information is a message, value, theoretical data that are objects of storage, processing and transmission
and are used in the process of analyzing certain processes, objects and phenomena. Information organized in
accordance with certain logical relationships is called a body of knowledge that must be obtained through systematic
familiarization or study [10].

The ability to process information makes it possible to identify the problem (the essence of the
contradiction), analyze the known ways and means of solving it, and generate one's own proposals and ways to
solve the problem.

Information processes are performed by information processors, either physical (a device) or biological (the
human brain). An abstract model of information processing includes four main elements: processor, memory,
receptor, and effector (Fig. 6). A processor (a device or a human brain) performs several functions: performing
elementary information processes on symbolic expressions; temporary storage of input and output expressions in
short-term and/or long-term memory; scheduling the execution of information processes; changing the sequence of
operations according to the contents of short-term and/or long-term memory. The memory stores symbolic
expressions, including those representing complex information processes. The other two components, the receptor
and the effector, are input and output mechanisms whose functions are, respectively, to receive symbolic
expressions from the external environment for the processor and to transmit the processed structures back to the
environment (a person receives information from his or her senses — sounds through hearing; images and text
through sight; shape, temperature, and sensations through touch; smells through the sense of smell; the carriers of
information signs perceived by the senses are energy phenomena — sound waves, light waves, chemical and
electrochemical stimuli, i.e. information in analog form) [10]. More than 60% of information comes to us through
sight and hearing. Sight and hearing are the most powerful and effective channels for transmitting and receiving
information, which is why the more diverse the presentation of information, the more effective the process of its
assimilation.

environment
effector | Lﬁq_
- {output) i
= processor memory
receptor _—
(input) | !

Fig.6. Abstract model of information processing [10]
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To identify and study the problem and known means of solving it, certain sources of information are
needed. The main sources of information of the educational process of medical students are: the lecturers of the
educational components (a key link in the system of information sources); documents (textbooks, manuals, notes,
scientific articles, reference books, dictionaries, encyclopedias, maps, atlases, albums, manuscripts, videos,
presentations, etc.); subject-matter environment (models, layouts, devices); experience and observation;
surroundings (Fig. 7). Accordingly, the ways to find the necessary information are: communicative (classes,
consultation of a lecturer-practitioner, industry expert, excursion, consultation of classmates, etc.), search for
documents on the Internet or in a library catalog. The main requirement for an information source is to meet the
information needs of the person who accessed it.

Lecturers

Experience
Documents and

observation

Subject-
Surroundings matter
environment

Fig.7. Sources of information of the educational process of medical students

Based on the above sources of information, the knowledge of medical students is formed (Fig. 8). Thus,
students' knowledge is largely determined by the characteristics of information sources. If the source of information
is insufficient, or it is inaccurate, unreliable, ambiguous or contradictory, there is a high probability that all these
shortcomings will be reflected in the knowledge of students.

Information flows
of information
sources

Sources of Medical Students’

information students knowledge

Information flows
learned by
students

Fig.8. Structure and content of information flows in the formation of knowledge of medical students
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Therefore, in order to ensure high-quality and complete knowledge of medical students, it is necessary to
maximize the coincidence of information flows of information sources and information flows learned by students.
As empirically confirmed during the teaching of histology at the National Pirogov Memorial Medical University
(Vinnytsia, Ukraine), in the process of traditional education, students learn no more than a quarter of the proposed
educational material, that is, the information flows learned by students in the process of traditional education are 1/4
of the information flows of information sources. When teaching histology at National Pirogov Memorial Medical
University (Vinnytsia, Ukraine), it has also been empirically confirmed that digitalization and visualization of
educational content using mind maps can increase this indicator by 2-3 times due to an increase in the efficiency of
visual perception of the material, acceleration of the transfer of information into long-term memory and knowledge,
and active participation in managing the presentation of educational content, that is, information flows learned by
students when using visualization tools (mind maps) make up at least 2/4-3/4 of the information flows of
information sources. Thus, it is the representation of information flows of information sources in a visual form (in
particular, in the form of mind maps) that allows to increase the coincidence of information flows of information
sources and information flows learned by students.

Taking into account the abstract model of information processing (Fig. 6), as well as the structure and
content of information flows in the formation of knowledge of medical students (Fig. 8), let"s present the process of
processing information flows in the educational process of medical students using mind maps in the form of such
information model — Fig. 9.

Information flows of
information sources
(as the mind maps)

Medical students

Processor | SIS
SO urces Of Receptor Memory (not only (interaction with

(human short-term, but

: the
brain) also long-term!)

environment)

(vision)

information

Information flows
learned by
students

Fig.9. Information model of knowledge formation of medical students using mind maps

Thus, the modeling and processing of information flows of the educational process of medical students has
shown that students' knowledge is largely determined by the characteristics of information sources, and in order to
maximize the coincidence of information flows of information sources and information flows learned by students, it
is worthwhile and expedient to digitalize and visualize educational content using mind maps. It has been empirically
confirmed that the use of mind maps in the study of the educational component "Histology" has increased the
coincidence of information flows of information sources and information flows learned by students from one quarter
to three quarters.

Conclusions

The fundamental principle of medical education today should be the formation of a highly qualified
competitive medical professional who can conduct innovative activities and has the skills of continuous professional
development, as well as increasing the transparency and clarity of the educational process for students and building
confidence in achieving effective results. The creation of a modern innovative educational environment involves
ensuring optimal conditions for the development and self-development of a student, which can be created, among
other things, through the use of modern digital resources by both lecturers and students. Thus, the task of
digitalizing the educational process of medical students is currently relevant. The purpose of this study is to model
and process the information flows of the educational process of medical students.

Digitalization and visualization of the educational process at the Department of Histology of National
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Pirogov Memorial Medical University (Vinnytsya, Ukraine) by developing mind maps revolutionizes education,
improves the teaching process, significantly increases the efficiency, effectiveness and quality of the educational
process through the development of cognitive, productive, reproductive thinking in students, compliance with the
intellectual capabilities of higher education students, increasing the level of involvement of students, developing
digital competence in students, and so on.

The modeling and processing of information flows of the educational process of medical students has
shown that students' knowledge is largely determined by the characteristics of information sources, and in order to
maximize the coincidence of information flows of information sources and information flows learned by students, it
is worthwhile and expedient to digitalize and visualize educational content using mind maps. It has been empirically
confirmed that the use of mind maps in the study of the educational component "Histology" has increased the
coincidence of information flows of information sources and information flows learned by students from one quarter
to three quarters.
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CONNECTIONIST-METAHEURISTIC APPROACH TO THE ANALYSIS OF THE
GLOBAL ECONOMY’S INVESTMENT ENVIRONMENT INDICATORS

The urgent task of using new approaches to analyze the indicators of foreign direct investment and macroeconomic
Indlicators that affect the volume of their attraction to a particular country in the world economy was solved by a connectionist-
metaheuristic approach.

The connectionist-metaheuristic approach solved the urgent task of using new approaches to analyze the forejgn direct
investment and macroeconomic indicators that affect the volume of their attraction to a particular country in the world economy.
The proposed connectionist-metaheuristic system makes it possible to improve the quality of the approximation due to: the
simplification of structural identification through the use of only one hidden layer of neural network models; reduction of the
computational complexity of parametric identification and the ensuring good scalability through the use of batch mode for non-
recurrent neural network models and multi-agent metaheuristics for recurrent neural network models; descriptions of non-linear
dependencies through the use of neural network models; high approximation accuracy due to the use of recurrent neural network
models; resistance to data incompleteness and data noise due to the use of metaheuristics for parametric identification of recurrent
neural network models; lack of requirements for knowledge of distribution, homogeneity, weak correlation, and optimal factors’
choice. In the case of a GPU, an LSTM-based neural network with the highest approximation accuracy should be chosen. For LSTM,
the coefficient of determination using the gradient method is 0.785, and using metaheuristics (modified wasp colony optimization)
/s 0.835. The proposed approach makes it possible to expand the scope of approximation methods’ application based on artificial
neural networks and metaheuristics, which is confirmed by its adaptation for an economic problem and contributes to an increase in
intelligent computer systems efficiency for general and special purposes.

Keywords: artificial neural networks, approximation methods, connectionist-metaheuristic approach, wasp swarm
optimization, macroeconomic indicators.

€sren ®E/IOPOB, Mapuna JIEILIEHKO

YepkachKuii IepyKaBHUH TEXHOJIOTIYHUIT yHIBEpPCHTET

JIro6oB KIBAJIBHUK, I'anna JAHWUJIBYYK

Yepkachkuii HallioHAILHUN yHIBepcuTeT iMeHi bornana XMeIbHHITBEKOTO

KOHEKIIIOHICTCLKO-METAEBPHCTI/I‘IHI/Iﬁ HIAXIA 10 AHAJIIBY
ITOKA3HUKIB IHBECTHUHIMHOI'O CEPEJOBHUIIA CBITOBOI EKOHOMIKH

AKTya/lbHE 3aBAAHHS BUKODUCTAHHS HOBUX [1IAX04IB A0 aHam3y [IOKa3HUKIB TPIMUX [HOZEMHUX [HBECTUL Ta
MAKPOEKOHOMIYHUX [TOKa3HUKIB, YO BI/IMBAIOTE HA OOCAV iX 3a/IyYEHHS B Ty Yu iHLIY KPaiHy CBITOBOro rocriogapcrsa, 6y/io
BUPILLIEHO 38 I0ITOMOIrol0 KOHHEKLIIOHICTCHKO-METAEBPUCTUYHOIO ITAXOAY.

Y AOCTIfKEHHI BUKOPUCTAHO KOHHEKLIIOHICTCHKO-METAEBPUCTYHIM iAXIA B XO4I BUKOPUCTaHHS HOBUX [14X04IB A0
aHanzy npsmMmx iHO3EMHUX [HBECTULIV Ta MaKPOEKOHOMIYHNX TOKa3HUKIB, 1O BI/IMBAIOTL HA OBCSIV iX 3a/ly4YEHHS 4O TIEi Y iHLIOI
KpaiHu CBITOBOI €KOHOMIKW.  3aIlpOriOHOBaHM  KOHHEKLIIOHICTCHKO-METAEBPUCTUYHII  11iAXIA A3E 3MOry miaBuLLMTYU  SKICTb
aripoKCUMaLYii 3@ paxyHOK: CrIPOLYEHHST CTPYKTYPHOI [AeHTU@IKauii 3a paxyHOK BUKOPUCTaHHS JINLLE OfHOMO IPUXOBaHOIo LWapy
HEVPOMEDEXKEBNX MOLENEN, SHIKEHHS OBYNC/IIOBA/IbHOI CKIIGAHOCTI NapamMeETPUYHOI [AeHTU@IKaLi Ta 3a6e3reYyeHHs rapHoi
MAacLITa60BaHOCTI 33 PaxyHOK BUKOPUCTAHHS TAKETHOIO PEXUMY A1 HEMOBTOPHUX MOAE/EN HEVPOHHNX MEPEX | 6aratoareHTHuX
METAEBPUCTUK [U15 PEKYPEHTHUX MOAENEN HEUPOHHNX MEDEX, OMUCIB HEIHIMHNX 3a/IEXHOCTEN 33 [OMOMOIrOK HEVPOMEPEXEBIX
MOJENEN,; BUCOKOI TOYHOCTI arPOKCMMALii 3@ PaxXyHOK BUKOPUCTAHHS PEKYPEHTHUX HEVPOMEPEXEBUX MOAENEN, CTIMIKOCTI A0
HEMOBHOTU AaHUX [ LLYMY AGHUX 38 PAXYHOK BUKOPUCTAHHS METAEBPUCTUK AJ1S MapaMETPUYHOI iGeHTUGIKaLIT PEKYPEHTHUX MOJErEN
HEVIPOHHUX MEDEX; BIACYTHOCTI BUMOI LOAO 3HAHHS pPO3Mo4Ty, O4HOPIAHOCT, C/1abKoi Kopensauii Ta Bubopy OnTUMASIEHNX
@PakTopiB. Y xoai BUKODUCTEHHS IDAGIYHOro MpoLecopa 3arnporoHOBaHo BUOPaTH HEVPOHHY MEPEXY Ha OCHOBI LSTM, saxa mae
HaviBuLLy TOYHICTb anpokcnmadii. [1s LSTM Koe@ilieHT AeTEPMIHALIT 3a AOITOMOror rpagieHTHOro MeTogy crarHosuts 0,785, a 3a
/IOIOMOror0 METAEBPUCTUKY (MOAUGDIKOBaHa ONTUMI3aLisi KO/IOHIT oc) — 0,835. 3anpornoHoBaHmi rigxig 4a€ 3Mory po3LumpuTy cepy
3aCTOCyBaHHS METOLIB arPOKCUMALii Ha OCHOBI LUTYYHNUX HEVPOHHMUX MEPEX | METAEBPUCTYK, LUYO MIATBEDAKYETHCS MO0 aAantaLliero
40 EKOHOMIYHOI 3a4a4i, Ta CrpUSIE MiABNLLEHHIO EPEKTUBHOCTI IHTENIEKTYA/IbHUX KOMITIOTEDHUX CUCTEM 3ara/IbHOMo Ta Crielia/lbHoro
MIPUIHAYEHHSI.

Kmto4oBi  C/10Ba:  WITYYHI HEVPOHHI MEPEX], METOaN arpoKCMAELl], KOHHEKLIOHICTCLKO-METAEBPUCTUYHMA  iaXia,
OMTUMIBELISI OCUHOIO POKO, MAKPOEKOHOMIYHI TOKa3HMKH.

Introduction
International investment activity effectively complements international trade and contributes to the
economic growth of national economies. The international investment flows from different countries intertwine and
interact with each other, turning into global investment resources. An important condition for attracting investment
resources is the presence of powerful economic potential, in which foreign investment flows are the foundation of
global economy development. Important components of the economic potential and factors of the formation of a
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favorable investment environment are such as GDP volumes, the inflation rate, the unemployment rate, indicators of
exports of goods and services, and others.

The object of the research is the process of analyzing statistical indicators that are indicators of the national
economies’ development in the context of globalization. The subject of the research is a connectionist-metaheuristic
approach for the analysis of economic indicators. The aim of the research is to increase the efficiency of the analysis
of economic indicators based on the connectionist-metaheuristic approach to the approximation models’ creation.

The main tasks of the research:

1. To form a vector of economic indicators.

2. To create a recurrent neural network approximation model.

3. To develop a gradient method for identifying the parameters of recurrent neural network approximation
models.

4. To create a metaheuristic method for the parametric identification of recurrent neural network
approximation models.

Related works

The analysis of macroeconomic indicators using various methods is an important task of modern research.
Nowadays various methods of economic analysis, including approximation are used to analyze such indicators.

The traditional methods of approximation are:

1. Statistical [1-3].

2. Analytical [4-6].

3. Method of group accounting of arguments (MGUA) [7, 8].

EX|st|ng traditional methods of approximation have one or more of the following disadvantages [9, 10]:

approximation models are focused on linear dependencies;

—  structural-parametric identification of the approximation model has a high computational complexity;

—  approximation models cannot provide high accuracy;

—  approximation models are sensitive to data noise and it is necessary to ensure data completeness for
them;

—  approximation models provide a priori knowledge of the type of distribution, weak correlation,
uniformity, and preselection of factors.

In this regard, it is relevant to create an approximation approach that will eliminate these shortcomings.

At present, the neural network approach [11, 12] is popular, which allows using both conventional
activation functions and wavelet-based activation functions. Since only a sequential learning mode is used for
recurrent neural networks, metaheuristics [13-16] can be used to eliminate this drawback, which will allow them to
be used in the analysis of economic indicators. Among the metaheuristics that allow parallelization on the GPU,
there are multi-agent metaheuristics [17-20].

Research methods

1. Formation of the factors’ vector

We used the following indicators of the national economies' investment attractiveness to form the data
array: the gross domestic product volume (GDP) per capita (per year, US dollars), inflation rate (according to the
consumer price index, which reflects the annual percentage change in the cost for the average consumer of
purchasing a basket of goods and services, per year, %), exports of goods and services indicators (total volume, per
year, USD), labor force indicators (labor force is people aged 15 years and older who provide labor for the goods
and services production, per year, number of people), income tax indicators (income tax is the amount of income
taxes paid by an enterprise, % of the enterprises’ commercial profit in a country, per year). All indicators were
formed for the 2010-2019 period.

For neural network models, to improve the approximation accuracy, the factors and responses are
normalized.

2. Creating a neural network model based on long short-term memory with a forgetting gate

A long short-term memory (LSTM) neural network with a forgetting gate is a recurrent two-layer ANN
[LSTM, 25, 26].

It is considered that a memory block consists of only one memory cell to reduce computational complexity.

1. The calculation of the outputs of the input layer

"(n-1)=x,ie,N?

2. The calculation of the forgets gates outputs
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N (@ _ _
y§* ()= f| b + w9y (n-1) | jeL,N®
i=1

3. The calculation of the output signals of input gateways
N (O)

v ()= f| b+ S wi "y (n-1) | jeLN®
i=1

J ij

4. The calculation of the input signals of memory cells
N (0

yf(n) =29 bjs + ZWiijn_Syiin(n—l) . J€LN @)
i=1

5. The calculation of the output signals of exit gates
N (@
gout _ gout in—gout , ,in : @
yir(n) = | b + > wj yi (n=1) |, jeLN
i=1
6. The calculation of the states of memory cells

s$() =y m)sS(n-1) + yP" (5 (n). jeLN®

7. The calculation of the output signals of memory cells

c _ ,9out c : @0}
yem) =y mg(ss (). je1 N
8. The calculation of the output signal of the output layer
N®

yOUt (n) _ bOUt + W_c—out yC (n) ,
| I
i=1

0
where N ©) — the length of the factors vector,

1
N (1) — is the number of neurons in the hidden layer memory blocks,

bJQJ(P — is the threshold for the forgetting gate of the j-th block of memory,
bjgm — is the threshold for the input gateway of the j-th memory block,
b? — is the threshold for the memory cell of the j-th memory block,

b ?OUt — is the threshold for the output gateway of the j-th memory block,

bOUt — is the threshold for the neuron of the output layer,

Wiljn_g(p — is the weight of the connection between the i-th neuron of the input layer and the j-th memory
block forgetting gate,
in—gin
j-th memory block,
in—s
cell of the j-th memory block,
in—gout
the j-th memory block,

— is the weight of the link between the i-th neuron of the input layer and the input gateway of the

— is the weight of the link between the i-th neuron of the input layer and the input of the memory

— is the weight of the link between the i-th neuron of the input layer and the output gateway of
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Wic—out — is the weight of the link between the output of the memory cell of the i-th memory block and

the output layer neuron,
g (S) = tanh(s) — is the activation function for memory cells,

f (S) = ——— —is the activation function for gateways.
1+e7°
3. Development of a gradient method for identifying the parameters of a neural network
approximation model based on long short-term memory with a forgetting gate

1. Number of training iteration N = 2, initialization by uniform distribution on the interval (0,1) or

[0S, 08] of offsets (iresholds) DF" (), bF? (), b (), b5, (n) and weights wif"~ " (n).
|n g0 (n) |n gout(n) WIIR/ s(n), i elLN (O), J el,N (1) v El,_Sj, of offsets (thresholds)

bOUt(n) and weights WICVJ ), iel,N o, jel N @ vel S, where N ©) _ the number of

neurons in the input layer, N @ _ is the number of neurons in the hidden layer, N 2) _ is the number of neurons
in the output layer, Sj — is the number of cells in the j - th memory block.

RN(Z)

- N(© D i o
2. The training set {(Xu,d“) | X, € R ’dH }. nel P is specified where

Xu — is the L -th training input vector, du — is the L -th training output vector, P — is the power of the training

set. The number of the current pair from the training set is [l = 2.

3. Initial computation of the output signal of the cell S(j:v (n-1)=0,vel Sj ,J€LLN @
4. Output signal computation for each layer (forward run) yi'” (n —1) = X 1
gln(n) = f(nety"(n), jeLN®,

(0)
netg'”(n) = NZ w'“ 9N n)yin(n-1),

f(s)=
®) l+e

Y?(P(n) = f(netjg(p(n)), jelL,N®,
NIQ) _
- net{?(n) = Z W'” ¥ (n)y"(n-1),

f(s) =

Sq(n) =g(net, (), velS;, jelL,N®,
N (©
g(s) = 2tanh(s), net$, (n) = Zw.',“v *(Myi"(n-1),

s5,(n) = y§*(n)sS, (n— 1)+y9'”(n)s-v(n) velS; jelL,N®,

y§o (n) = f(netf*" (), jel, LND
N (O _
, netngUt (n) Z Wln gout (n) yiln (n _1) ’

f(s)=

Y (n) = yg°”‘(n)h(8‘jv(n)), velS;, jeL,N®,
h(s) =tanh(s),
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°”t(n) = f(net*(n)), jeLN LN®

N© S;

F(8) = net?t(n) =b% + 3 S WP () yE, ().
i=lv=1

It is considered that WIn gln(ﬂ) bg'”(n) y "(n-1) =1, Wé)nj 9 (n) = bg‘P(n) y "(n-1) =1,

wg; * (n) = b5 (n), yg' (N —1) =1, wg ** (n) =b* (n), y***' (n-1) =1

5. Calculation of ANN error energy
N (2)

E(n) = Ze (n). & (n) =y (N)—d,. 4.

6. The adjustment of synaptic Welghts based on the generalized delta rule and the RTRL rule (backward
movement)

GE(n)

wes out c—out
IVJ (n+1) Wle (n)_ m

eLN® velS;, je,N?,

oE(n) . 2
b(_)ut N+l :bQUt n—nm—m———~" El,N( ),

Wm QOUt(n+1) Wln gom(n)—n%,ielﬂN(o), jeO,N(l),
owi' " (n)

ost.(n) . —a .
Iljr:/ S(n+1) :st(n)_neﬁv(n)”ivfsn!Iej-iN(O):VEl’SJlJEO!N(l):
ijv
in— gln( 1) in— gln( ) Z ( ) (J:V(n) ]W
W n+ W n)—m eJV el ,
8W||Jn gln( )
VelS-,jeO N(l)
|n g9 1 in-g¢ JV(n) 1. N©
(n+1) =wi % (n) - nzev( ) o or gyt

VE].,SJ-, J eO,N(l),
where M — is a parameter that determines the learning rate (with a large learning rate is faster, but the risk
of getting the wrong solution increases), 0 <1 < 1.

aWiCVJTOUt (n) yIV(n)SJ (n),
B _ sou
oE(n)

OBy yingn gout
8Wiijn—gout(n)_y' (n 1)61 (n),
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os§,(n-1) : : ,
osj,(n) _ aW,rJ]VT(n_l) yi*(n)+y;"(n-1)y{" (n)g'(netj,(n)), n>2
awiljr:/_s(n) inuv 1y, gin ' c B
yi (n=1)y;7"(n)g’(net;j, (n)), n=2
8§j?v(n -1 J9°(n) +
osf,(n) ow; **(n-1) : n>2

W s yi'(n-1)s$,(n—1) f'(net? (n)),
Yy (n-1s6,(n-1) f'(netf(n), n=2

os§,(n-1) %

s oo e n>2
6Wiijn—gin(n) + yijn(n _1)g(net?v(n)) f r(netjgin(n))’
y}'(n-1)g(net§, () f'(netd"(n)), n=2

N®
eSy (n) = y3 (Mh'(s$, (n) ;va]o”t ()& ().

85" (n) = f'(net§" (M)(y§" (M) —d 4 ;).
Sj N (@)
39 (m) = ' (net P (m) 3 h(s5, (M) W™ (™ (n).
v=l =1

7. Terminating condition check
if (N=1)mod P >0, then u=p+1, N=n+1, gotosteps.

P
If (Nn—1) mod P =0 and %ZE(n—P+S)>8,then N=nNn+1,gotostep 2.
s=1

P
If (Nn—1) mod P =0 and %Z E(n—P +3) <&, then terminate.
s=1

4. Development of a metaheuristic method for identifying the parameters of a neural network
approximation model based on long short-term memory with a forgetting gate

For the LSTM neural network model, due to its recurrence, there is no parametric identification in the batch
mode, which reduces the learning rate [29-31, 32-34]. To eliminate this shortcoming, this paper proposes a modified
method for optimizing the wasp colony.

For this method, a criterion (goal function) is used, which means the choice of such values of the vector of
parameters (thresholds and weights) that deliver the minimum of the mean square error (the difference between the
model output and the test output).

18 .
F==Y(y*—d )2 - min,
F’El(y“ W) i

out
u

d i -th test response.

where 'y — L -th model response,

Wasp colony optimization is based on the social behavior of wasps. The position of each wasp in space
corresponds to a solution. The goal of the algorithm is to locate the optima in a multidimensional space using all the
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pivots. At each iteration, the strongest wasps will be determined based on the goal function. These wasps and their
environment are modified. Weak wasps die and are replaced by wasps produced by crossing the best wasps. The
weakest wasps are replaced with random wasps. It is proposed to decrease the parameter for generating a new
position as the iteration number increases, in order to ensure the convergence of the method, in contrast to the
traditional method.

1. Initialization

1.1. To set a parameter O for generating a new position, and 0 < & < 1.

1.2. To set the maximum number of iterations N , population size K , the maximum number of best
wasps Q neighborhood size Z , the length of the wasp position vector M (corresponds to the number of

. . . min ,max
parameters of the neural network), the minimum and maximum values for the position vector Xj ,Xj ,

jelM.
1.3. To generate randomly a vector of the best position

X = (X e X ). Xj = X1+ (X = xT"MU(02),

where U (0,1) — a function returning a uniformly distributed random number in a range [O,l] :
1.4. To create an initial population P(O)

1.4.1. The wasp number K =1, PO —
1.4.2. To generate randomly a position vector X

X = (g Xin ) Xig = X"+ (X7 = x"M)U (0,1)

J J
143 P© = pO@ U{x.}.
1.44.1F K <K  then K=K +1, gotostep 1.4.2
2. Iteration number N =0.

3. Tosort P by target function, iee., F(X) < F(X11)
4. To determine the best wasp in terms of the goal function

k" =arg mkin F (%)

5. If F(xk*) <F(X),then X = X, *
6. To apply the crossover operator Q to the best (first) wasps

6.1. The wasp number K =1, p(+D) _ o
6.2. To select randomly the -th wasp different from the K -th wasp from the best wasps, i.e.

m=round(1+ (Q -21)U(0,), k #m,
where round () — is the function that rounds a number to the nearest whole number.
6.3. To perform a medium crossover over Xy and Xy, , and get the vector Yk
X = (R X ) Xig = 0.5(Xy5 + Xy
6.4.1f F (X, ) < F(X,), then X, = X,
65 P(n+1) _ P(n+l) U{Xk}
6.6.1f K <Q then K=K +1 gotostep6.2

7. To create a neighborhood for each of the Q best wasps and apply a crossover operator to these

neighborhoods.
7.1. The wasp number k=1

7.2. To create a neighborhood U Xy for the K -th wasp
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721.2=1
7.2.2. Solution generation U, from decision Xy

7221 Uy =Xy + 5(%) X —x")(-1+2U(01). jeLM

7222 Uy =max{x"" Uy} Uy =min{x7",u,}, jelLM
7231t U, gU, ten U, =U, U{u,} z=z+1
7.24.1F Z < Z ,thengo to step 7.2.2

7.3. To apply crossover to neighborhood of K -th wasp
731.z=1

7.3.2. To choose randomly different from the Z-th wasp M -th axis from the neighborhood U X ie.,

m=round(1+ (Z -1)U(0,1)), z#m

7.3.3. To perform a medium crossover over U, and Uy, , and get a wasp )-ZQJF(k_l)ZH

iQ+(k—1)Z+z = (XQ+(k—1)Z+z,1""’ iQ+(k—1)Z+z,M ) v
Xo+(k-1)z+2,j = 0-5(Xij + Xipj)
734.1F F(U;) <F(Xgsk-1)z+2) then Xq i (k-1)z+2 =Y,
735 PO = PO ULKy, 4 1y2.3
736.1f Z2<Z ,then Z=27Z+1, gotostep7.3.2
7418k <Q  thenk =K +1, gotostep 7.2

8. To apply the substitution operator, i.e., replace K —(Q + Q - Z) the worst wasps with random
wasps
8.1. The wasp number K = Q + Q -Z+1

8.2. To select randomly two different wasps | and M from the best wasps, i.e.

| =round(1+ (Q-1)U(0,)), m=round(1+(Q-1U(0,1), I #m
8.3. To execute crossover over X, and X[, and get wasp ik
ik = (ikl""’ ikM ), ;(-kj = 05(ij + X|j)

g3 P = p(D Iz 3

8.4.1f K <K then K=K +1, gotostep 8.2
9.1fN<N —1,then N=N+1, gotostep3

*
The resultis X .

Numerical research
The numerical study of the proposed approach was carried out using the TensorFlow module and its Keras
submodule. The Pandas module was used for tabular data 1/0 and missing value recovery through linear
interpolation.
The World Bank economic indicators database (https://databank.worldbank.org/home.aspx ) was used in
the work. The economic indicators of 145 countries for 10 years were used. The size of the initial sample was equal
to 1450. The initial sample was divided into training (P=928), verification (232) and test (290).

The length of the input layer N ©) for all networks was 5. The length of the hidden layer N @ for the

0 L
LSTM-based neural network was N( ). We propose a parametric identification of the LSTM neural network
model based on the Adam method in batch mode to increase the learning rate. The parameter 1), which determines

the learning rate, was 0.001.
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There is no parametric identification of these models based on the Adam method in batch mode for the
LSTM neural network model, due to its recurrence, which reduces the learning rate. We propose to use
metaheuristics to eliminate this shortcoming [33; 34].

It is proposed to decrease the parameter for generating a new position as the iteration number increases, in
order to ensure the convergence of the method, in contrast to the traditional wasp colony optimization method. For
the modified wasp colony optimization method, the parameter for generating a new position was 0.1, the population

K' size was 120, the maximum number of best wasps Q was 10, and the neighborhood size Z was 10. The

maximum number of iterations N was 100.

Research results
To assess the quality of the approximation, the determination coefficient is calculated in the form

P
> (d, — f(x,,W))?
p=1

R?2=1- ' R?e[01],

P
Z(du B d_)z
p=1

P
d= Zdu
p=1
The results of comparing the quantitative characteristics of the proposed methods for the parametric

identification of neural network models are presented in Table 1, where M — is the number of parameters for a
specific neural network.

Table 1
Comparison of the qualitative characteristics of the proposed methods for parametric identification of neural
network models

Characteristics of the methods of parametric identification
Neural networks — —— - -
Coefficient of determination Computational complexity
LSTM-based neural network without the use of 0.785 ~NPM, M=226
metaheuristics and GPU ) (forward / reverse)
éISDLM based neural network using metaheuristics and 0.835 “NK

An LSTM-based neural network using metaheuristics and a GPU has a higher determination coefficient,
i.e., the highest approximation accuracy due to random search, and lower computational complexity due to the use
of GPU.

Conclusions

The urgent task of using new approaches to analyze the indicators of foreign direct investment and
macroeconomic indicators that affect the volume of their attraction to a particular country in the world economy was
solved by a connectionist-metaheuristic approach.

The proposed connectionist-metaheuristic approach makes it possible to increase the approximation
efficiency by:

— simplifying structural identification by using only one hidden layer of neural network models;

— reducing the computational complexity of parametric identification by using multi-agent metaheuristics
for recurrent neural network models;

— high approximation accuracy due to the use of recurrent connections in neural network models;

— the possibility of non-linear approximation through the use of neural network models;

— lack of requirements for a priori knowledge of the distribution, weak correlation, homogeneity and
preliminary selection of factors.

— resistance to data noise and data incompleteness due to metaheuristic parametric identification of
recurrent neural networks models.

The proposed approach makes it possible to expand the scope of application of approximation methods
based on the connectionist approach and metaheuristics, which is confirmed by its adjustment for an economic
problem and contributes to an increase in the efficiency of intelligent computer systems related to the economy.

Prospects for further research are the study of the proposed approach for various problems of artificial
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intelligence, as well as the creation of methods for analyzing economic.

The research was carried out in accordance with the priority direction of the development of science and
technology in Ukraine "Information and Communication Technologies” and contain some results of the research
"Development of models and methods of biometric identification of people” (state registration number
0119U002860).
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FEATURES OF THE USE OF INFORMATION AND COMMUNICATION
TECHNOLOGIES TO SUPPORT PROJECT PROCESSES IN DISTRIBUTED TEAMS

The study presents an in-depth analysis of the role of information and communication technologies (ICT) in the context of
managing project processes in distributed teams. The main focus is on the classification and evaluation of the effectiveness of
communication and information technologies as tools that significantly increase productivity and contribute to the optimization of
work processes in such distributed teams. The main interpretations of the concept of distribution in project teams are given.

The methodological approach of the article is based on a comprehensive analysis of existing problems of communication
and information exchange in distributed teams. A systematic approach was used to structure and define the main channels of
communication, based on a hierarchical diagram developed on the basis of expert assessments and analysis of work processes.

The results of the study present a detailed comparative analysis of widely used platforms for project management, such
as Trello, Asana, Jira, Microsoft Project, etc., with an emphasis on their functionality, areas of application, and project management
models and assignments in terms of distribution in project teams.

The authors carried out a comprehensive comparison of communication and information systems, as a result, a number
of main trends in the use of ICT in project management over the past four years were revealed. Special attention is paid to the
most popular tools, the definition of their unique features and the potential of application in varfous projects. Innovative approaches
to the automation of project processes in the context of project management platforms for distributed teams are also considered,
with the proposal of a new algorithm for their implementation.

The conducted analysis makes an important contribution to the understanding of how information and communication
technologies can be applied to improve the efficiency and productivity of distributed teams, in particular in the aspects of
supporting project processes. The study contributes to a deep understanding of the key factors affecting the successful integration
of the considered technologies into modern project practices.

Keywords: information technologies, communication technologies, distributed teams, platforms for project management,
project management model, project management services, automation of project processes, tools for joint work, tools for
documentation.

Poman BACBKIB, Haramis BEPETEHHIKOBA

HanionansHnii yHiBepcuteT «JIbBiBChKa MOMITEXHIKA»

OCOB/IMBOCTI BUKOPUCTAHHS IHOOPMALIIHUX TA KOMYHIKALIAHUX
TEXHOJIOTTH VISl CYITPOBOJY IMMPOEKTHUX MTPOLECIB V PO3IOIIJIEHIX
KOMAHJIAX

Y JOCTiKERHI MPeacTaBIeHo ITIMOOKMI aHai3 posi IHOpMaLIIHNX Ta KomyHiKaivinnx Texrosnorivi (IKT) y KOHTEKCTi
YrPaB/IiHHS MPOEKTHUMM TIPOoLecamMu B PO3IOZINIEHNX KoMaHAax. OCHOBHA yBara rpuaifieHa Kaacuikadii 1@ ouyiHLl e@ekTnBHOCTI
KOMYHIKaLIiHNX Ta IHGOPMALIIVIHUX TEXHO/IONN K [HCTDYMEHTIB, SKI 3HAYHO MiABULLYIOTE MPOAYKTUBHICTL Ta CrIPUSIOTL OMTUMIBaLii
pobOYMX POLIECIB Y TakuX PO3IIOGINIEHNX KOMargax. HaBeaeHO OCHOBHI TPakTyBaHHS OHSTTS PO3IIOJIIEHOCTI B IMPOEKTHUX
KOMaHAax.

MetogonoriyHmi nigxig cTaTTi 6a3yeTbCa Ha KOMIT/IEKCHOMY aHasl3i ICHYrouMxX rpobrieM KOMyHIKaLii Ta iH@opMaLiviHoro
OBMiHy B PO3IIOINIEHNX KOMAaHAAX. BUKOPUCTEHO CUCTEMHWI 114X 418 CTPYKTYPYBaHHS | BU3HAYEHHS [OJIOBHUX KaHasliB
KOMYHIKaLlii, 3aCHOBaHNX Ha lEpapXidyHivi Alarpami, po3pobrIeHir Ha OCHOBI EKCIIEDTHMX OLIIHOK Ta aHa/lizy poboymx rpoLecs.

Y pesysbTatax AOCHmWKEHHS MPEACTaBIEHO AETa/IbHMN MOPIBHIIBHMN aHali3 LLUMPOKO 3aCTOCOBYBAaHUX I11ATGOPM A1
YrpassiiHHS poekTamy, Takux sk Trello, Asana, Jira, Microsoft Project, i iH., 3 aKLEHTOM Ha iX QyHKLIOHa/IbHI MOXJ/INBOCTI, CHEPU
3acrocyBaHHs ¥ MOAEI YriPaB/liHHS MPOEKTaMM Ta MPUIHAYEHHS B PO3PI3i PO3IOAIIEHOCTI B MPOEKTHUX KOMAHAAX.

ABTOpH 34IViCHWIM KOMII/IEKCHE TMOPIBHIHHS KOMYHIKaLVIHUX Ta IHGOpMaLiViHuX cuctemM, B pe3ysibTati BUSB/IEHO PSS
OCHOBHUX TEHAEHLIY BUKOPUCTaHHS IKT y MPOEKTHOMY MEHELXMEHTI 3a OCTaHHI YoTupu pokv. OcobsimBy YBary npuaineHo
HaviGIIbLL FTOMY/ISPHUM [HCTPYMEHTAM, BU3HAYEHHIO IX YHIKa/IbHUX OCOBIMBOCTEN Ta MOTEHLIay 3aCTOCYBaHHS Y DI3HOMAHITHUX
NPOEKTax. TaKoX PO3ITISHYTO IHHOBALIWIHI 11iaxoqm A0 aBToMatv3alli MPOEKTHUX MPOLECIB B KOHTEKCTI M1aT@hopM Yrpas/iiHHS
TIPOEKTaMU [/151 PO3II0LINIEHNX KOMAHLS, 3 MPOIIO3NLIIEI0 HOBOIO a/IropuUTMy iX IMIIEMEHTAL].

[poBegermii aHarniz y poboTi BHOCUTL BaX/mBmi BK/1aA Y PO3YMIHHS TOrO, SK IHE@OPMALIVIHI Ta KOMyHIKaLiiHI TEXHOON
MOXYTb OyTH 3aCTOCOBAHI A/1S1 MOKPALYEHHS €QPEKTUBHOCTI Ta MPOLYKTUBHOCTI PO3IMOJINIEHNX KOMAHA, 30KPEMa B AacriekTax
CyrpoBoAy MPOEKTHUX MPOUECIB. L[JOCTIKEHHS CIPpUSIE ITIMOOKOMY DO3YMIHHIO K/TIOYOBUX (AKTOPIB, LU0 BI/IMBAIOTE HE YCITILHY
IHTErpawito posr/isgHyTUX TEXHO/IOMNY B Cy4YacHi MPOEKTHI MPaKTUKH.

Kito4oBi c/ioBa. iH@OPMALIVIHI TEXHO/IONT, KOMYHIKaLiviHi TEXHO/IONT, PO3IMoGIIeHI KOMaraM, niaT@opmMm 4718 yrpaB/iiHHS
TIPpOEKTamMu, MOLESb YIIPAaBJIiHHS MPOEKTaMM, CEPBICU VITPaB/IHHS MPOEKTaMy, aBTOMAaTU3ALIT MPOEKTHUX POLIECIB, IHCTPYMEHTYU A/1S
Cri7IbHOI pO6OTH, [HCTPYMEHTY A/151 AOKYMEHTALII.

Introduction
The use of information technologies is becoming a critical success factor in the management of project
processes in today's world, which is rapidly developing and constantly changing, caused by globalization and
technological progress. This is especially true for distributed teams, where coordination of efforts, parallel execution
of project fragments, effective communication and integration of efforts of all participants, who may be located in
different time zones and have diverse cultural and professional backgrounds, are vital.
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During the COVID-19 pandemic, unpredictable military conflicts with cells in Ukraine, Israel, and other
countries, it becomes clear that we are facing new challenges. The economic, business and human costs of the
pandemic continue to unfold, and organizations that previously focused on office work have been forced to quickly
shift to a distributed team model while trying to keep their businesses afloat during the global economic downturn.
During military conflicts, the issue of relocation of offices, employees, effective communication, preservation of
personnel and their potential, and effective management of project processes arises as well.

Features of the use of information and communication technologies in distributed teams gain even more
weight in the light of these events. People who were previously used to office work and stability in the external
environment suddenly found themselves in conditions of remote work or relocation without the appropriate training
and base, many of them also faced with additional difficulties due to the closure of children's institutions and
educational institutions, as well as direct threats to health or even life due to pandemics and military conflicts.
Therefore, acquiring the skills to work effectively in distributed teams is more important than ever.

This problem can be traced not only in the software development industry, but also in many other industries
and countries, where it is necessary to find common principles of success among a wide range of professions [1].

Information and communication technologies can contribute to the effective implementation of project
processes in distributed teams, taking into account the geographical, functional and temporal distribution of their
participants.

According to Maynard, distributed teams (or remote teams) are those whose members are geographically
distributed, rely on ICT for communication, and face challenges in terms of reducing gaps, reducing the number of
people involved, and inefficiency [2]. In Malhorta's work, a distributed team is defined as a decentralized group of
people working from different geographical locations, often in different time zones and with daily schedules,
interacting through technologies for communication and collaboration, with varying degrees of reliance on ICT to
coordinate their activities, regardless of the team size [3].

Before considering the use of information and communication technologies for the implementation of
project processes in distributed teams, it is worth highlighting the main problems that may arise in distributed teams
and affect project processes (Fig. 1).

Social Isolation

Work environment that distracts attention

Absence of responsibility
for performance

» Time Zone Difference

Absence of Corporate
Culture

Cultural Differences

Absence of face-to-face
interaction

Fig. 1. Distinguishing problems that arise in distributed teams

A team is usually a group of members from different departments who work together temporarily to solve
problems. The definition of distributed teams will be considered according to Margaret Boos. She defines
distributed teams as groups of people who do their work in different locations and can interact primarily through
communication tools such as e-mail, video conferencing, and other technological tools. This means that team
members are physically dispersed, but remain connected through technology to achieve a common goal [4]. Another
definition is given by Cramton. She believes that distributed teams are groups of people with a common goal who
perform interdependent tasks in different locations and time zones, using technology to communicate much more
than face-to-face meetings [5]. Solving problems by such teams has some advantages. First, it is possible to find the
right person for almost every job. Especially if some special skills or expensive licenses are required, working in
distributed teams helps to find solutions. In addition, different participants can have good knowledge and expertise
in their market, so products can be adapted to the realities of the market represented by the members of the
distributed team.

Apart from these advantages, there are also several disadvantages. The critical point is the participants
themselves. They should be suitable for working in distributed teams. Otherwise, they jeopardize the success of the
project. Another problem that can negatively affect projects is personal conflicts. To avoid this, a good identification
with the team and the project is necessary. This can be ensured through personal meetings. However, such meetings
are often avoided when working in distributed teams due to the associated costs. This leads to the predominance of
digital communication forms that filter some important communication channels [6].
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Kumar Goel believes that information and communication technology (ICT) is essential for working in
distributed teams, but there are both advantages and disadvantages. As for the first, these technologies facilitate the
rapid exchange of information, the sharing of files, and the clarification of doubts and the exchange of opinions [7].

M. O'Leary, J. Wilson and A. Metiu found increased communication in remote work due to the proximity
effect provided by ICT, regardless of whether team members have daily contact or not. From this perspective, a
cultural view of information technology (IT) that supports interpersonal dynamics can be seen as a way of enriching
interactions among members, adding even more value in terms of increased productivity, enhanced communication,
and the process of identification. The authors investigated that perceived proximity (i.e., cognitive and affective
feelings of relational closeness) rather than physical proximity (i.e., geographic proximity measured in miles or
kilometers) influences relationship quality in distributed teams. The results prove that people can form strong bonds
despite great distances, and continue to shift the emphasis from information systems as “pipes” or channels to
information systems as means of conveying shared meaning and symbolic value [8].

According to research by A. Reed and L. Knight, there are three factors that can lead to communication
risks such as communication loss or poor communication, technical connectivity issues that hinder communication,
and insufficient knowledge transfer. Some of the risks associated with perception can also lead to problems in
communication. Despite the increased reliance of distributed teams on ICT, there was no evidence of significantly
greater project risk due to technology failures. However, there was noticeably more risk precisely because of
insufficient transfer of knowledge in the projects of distributed teams. A likely explanation is the reduction of
implicit or informal knowledge transfer in virtual environments [9].

A review of communication technologies to ensure the effectiveness of distributed teams

Communication channels used by distributed teams are tools that promote effective interaction and
coordination in project processes. Expert evaluations were conducted regarding the importance of each channel
according to a scale from 1 to 5, where 1 indicates the minimum importance, and 5 — the maximum one, evaluations
were made on the basis of the methodology of expert evaluations. Face-to-face meetings, including environment,
verbal exchange, dialogue, voice communication and sign language, receive the highest score of 5, given their high
effectiveness for deep understanding and complex communication in the context of project teams, but this
communication channel in its classical form is extremely difficult to use for distributed teams.

Video conferences. Video conferencing with ratings of 4 for verbal and dialogue communication, and 3 for
sign language, demonstrate almost the same benefits as in-person meetings, but may be limited by connection
quality and technical parameters. Popular communication systems for this type of communication are Zoom,
Microsoft Teams, Google Meet, etc.

Phone connection. Phone communication is rated 3 for words and dialogue and 4 for voice, identifying it
as a means of direct voice communication without the possibility of visual contact. Tools for this type of
communication can be standard telephone lines, VVolP services such as Skype.

Chats. Communication through chats takes an important position in interaction in distributed teams, rated
at 3 points for verbal communication and dialogue. Chats allow you to conduct an immediate text exchange of
information, contributing to prompt solution of issues. This is especially valuable in situations where rapid
interaction between project participants is required. Despite the convenience and speed, chats can limit the
possibilities of deep dialogue due to the difficulty of conveying emotional coloring and nuances in text form.
Information and communication systems such as Slack or Microsoft Teams provide platforms for effective
organization of chat communications.

E-mail. Email is a traditional and widely used channel for professional communication, scoring 3 for
verbal communication and 2 for dialogue. E-mail is effective for documenting information exchange and provides
the convenience of having organized and structured discussions. However, it may not be ideal for situations that
require an immediate response, and often results in delays in communication. In addition, an excessive number of
emails can cause information overload. Tools like Gmail or Outlook help you organize and manage your e-mail
correspondence.

Project management platforms. Project management services play a decisive role in the coordination of
distributed project teams, it should be noted that they combine the tools of both information systems and integrated
elements of communication systems. Having received ratings of 4 for verbal interaction and dialogues and a
maximum rating of 5 for the ability to track statuses, these services are becoming a necessary tool in modern project
management. These systems simplify the process of planning, allocation of tasks, control of deadlines, and also
enable careful monitoring of project progress and resources. Thanks to integrated communication tools, they allow
team members to quickly exchange information and effectively manage projects regardless of geographic location.
Platforms such as Jira, Asana, Microsoft Project or Trello are examples of such information systems that integrate
with a wide range of tools and services, providing a high level of interaction and visualization of project processes.

Professional social networks. Professional social networks, rated 3 for verbal communication and
dialogue, act as platforms for sharing knowledge, experience and creating professional connections. These networks,
such as LinkedIn, allow users to post professional updates, share content, and discuss industry trends, which helps
develop professional relationships and support corporate culture, especially in distributed work environments. They
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create a virtual space for networking, which can contribute to career growth, recruiting and increasing the company's
visibility in the market.

Tools for brainstorming. Collaborative brainstorming tools play a crucial role in the phase of idea
generation and creative project planning by distributed teams. With a score of 4 for visualization, such tools allow
you to visually organize thoughts and ideas, facilitating deeper analysis and discussion. The dialogue component is
also rated at 4 points, which emphasizes their effectiveness in supporting interaction between team members. Tools
like Miro and MindMeister are examples of platforms that provide powerful real-time brainstorming capabilities,
regardless of the location of participants.

Instant messaging systems. Instant messaging systems are indispensable for ensuring operational
communication within distributed teams. Rated 3, they support instant text messaging, allowing participants to
quickly share information and receive responses. Platforms like Slack, Telegram, Messenger or WhatsApp provide
intuitive interfaces and various functions for group chats, direct messages, as well as integration with other services,
which facilitates interaction within project groups.

Code version control platforms. Collaborative coding tools are the foundation for synchronous and
asynchronous development in distributed teams of programmers. Rated 4 for verbal communication and dialogue,
they provide effective coordination and code sharing, facilitating collective problem solving. GitHub and Bitbucket
are important tools in this category, offering version control, code review, and change tracking functionality that is
critical to ensuring a high-quality software product. This toolkit allows you to improve the efficiency of the
communication component and synchronize work during software development, ensuring integrity and a single
ecosystem.

Video and audio recording tools, rated 4 for voice and video, are essential for creating documentation,
training materials, and demo presentations. They make it possible to record detailed instructions and procedures,
which greatly facilitates the knowledge transmission within the team. Platforms like Zoom for video conferencing,
Vimeo and Loom for recording video presentations provide powerful tools for creating and sharing multimedia
content.

The different forms of communication and communication channels used in distributed teams is presented
in the form of a hierarchical diagram, which is built on the basis of the expert judgments that are mentioned above
(Fig. 2).

Personal meeting Project management services Shared documents and tables

Dialogue
Collaborative
Statuses Words Dialogue work Dialogue

‘ ]
%Plllil,lef@!in on Collaborative Collaborative Coding

brainstorming tools Tools

Visualization ~ Dialogue Words Dialogue

Tools for video Professional
and audio social media
Video Conference Dialogue recordings

Sign language Environment

Instant messaging
systems

" Dialogue

Dialogue

Sign language Dialogue

Fig. 2. A hierarchical diagram of the main communication channels used in distributed teams
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In today's world of remote work and distributed teams, collaborative brainstorming tools, instant messaging
systems, collaborative coding tools, and video and audio recording tools are vital to support effective interaction and
collaboration. Each of these communication channels has its own specificity and a level of importance, but together
they form a complex ecosystem of tools that provide successful project management in distributed teams, ensuring
flexibility, responsiveness and efficiency in work processes.

The absence of one or more communication channels leads to generally limited communication. Moreover,
due to the lack of communication, the project manager tends to collect most of the information about the project.
This leads to the information monopoly of the project manager and supports a more hierarchical project
management. Thus, the success of the project mainly depends on the skills of the manager, which may include a
high risk of failure. A lean thinking approach to product development can improve teamwork [10]. The success of
this approach is based on the reduction of design errors and shortening of the execution time. Since there is a timely
delivery and an engineering budget that is regularly reported and visualized, the lean approach also allows you to set
countermeasures in case of problems [11]. Because of the required face-to-face meetings, the approach is usually
limited to local projects, but with information technology in mind, it can be adapted for distributed teams. In
addition, in the future, development projects will be increasingly distributed around the world, so such project teams
will have to face new challenges.

In today's world, where geographical boundaries are gradually disappearing thanks to digital technologies,
the management of distributed project teams becomes especially relevant. Effective communication and
coordination of the activities of such teams are critical factors for the success of projects. As a result of the analysis
of the forms of communication and communication channels used in distributed teams, both traditional methods,
such as e-mail and video conferencing, and modern approaches, including specialized tools for project management,
which are indispensable for the collaborative work of distributed teams, were considered. The following studies will
consider the formation of platforms for the integration of communication and information technologies to ensure the
effectiveness of project processes in distributed teams.

To support project processes in distributed teams, various information and communication technologies are
used, which are presented in Table 1. Such tools help teams to effectively manage project processes, ensure constant
communication and coordination, and serve to increase productivity as well.

Table 1
Division of tools for supporting project processes into information and communication technologies
Information technologies Communication technologies
Project Management Systems: Asana, Trello, JIRA, Microsoft Project Tools for video conferencing: Zoom, Microsoft Teams, Google Meet,
Skype Ta in.
Collaboration Tools: Slack, Microsoft Teams, Discord, Miro, Email: Gmail, Outlook, Yahoo Ta iu.
MindMaster
Documentation Tools: Confluence, Microsoft365, Google Dacs, Instant messages, Chats: Slack, Telegram, Viber, WhatsApp, Skype
Notion, Vimeo, Loom Ta iu.
Version Control Systems: Github, Gitlab, Bitbucket ta i. Social networks for professional communication: LinkedIn, Facebook,
Twitter ta in.
Monitoring and Reporting Systems: Datalog, New Relic, Google Phone communication: standard telephone lines, VolIP services
Analytics ra in. (Skype)
Testing Tools: Selenium, Junit, TestRail ta in.

Research and analysis of information systems for managing project processes
It will be considered and analyzed project management platforms that are especially important when
working in distributed project teams. A project management platform is an integrated information system that
includes a variety of tools and techniques to facilitate the planning, execution, monitoring and completion of
projects. It often includes capabilities for task management, collaboration, documentation, and resource allocation,
with the goal of improving efficiency and communication within project teams. We will single out platforms for
project management and list their main features.

Table 2
Comparative analysis of project management tools
Platform Project
Key Features Management Purpose
Name
Model
1 2 3 4
Trello Different project dlSplE.ly formgts, automation, templates, Flexible, Kanban Flexible task mar_lagement for small and
integrations medium teams
Al for business solutions, workflow designer, timeline, . . Collaboration and task management for
Asana . Flexible, Agile : .
boards, calendar, reporting different team sizes
Jira Scrum and Kanban boards, roadmaps, timelines, reports Agile, Scrum, Co_mplex project management, in
Kanban particular for software development
Microsoft Different project display formats, resource management, Traditional. Agile Complex project management for large
Project integration with Microsoft 365 A9 teams and enterprises
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One-page dashboard, communication, task lists, file - An easy-to-use tool for small teams and
Basecamp Flexible
storage startups
1 2 3 4
File storage, boards, communication, integration, - . Universal project management, suitable
Monday.com automation Flexible, Agile for remote teams
API (Application Programming Interface), activity - .
. ’ . Organization and storage of project
Notion dashboards, budget management, templates, document Flexible . . . - -
management information, suitable for creative projects
ClickU Al (artificial intelligence), task management, boards, Agile, Scrum, metr?c:gz)elgt masr:ﬁ?:l;?s:‘](t)ruzlirfl?eégyf es
P communication, automation Kanban 9y P
of teams
Wrike Dashboards, automation, kanban boards, resource Agile, Scrum, Fleélglehgrsci)iegrt] ?;Taagggteigtﬁ :::Eh an
planning, Gantt charts Kanban P -
automation
. Advanced task management, time management, charts, - . Multi-project management, effective
Zoho Projects reports, teamwork, automation Flexible, Agile planning and collaboration

A detailed analysis of the popularity of various project management services was conducted using data
from Google Trends for the period from December 2019 to October 2023. The research covers platforms such as
Trello, Asana, Jira, Microsoft Project, Basecamp, Monday.com, Notion, ClickUp, Wrike, and Zoho Projects. Trends
in their use by project teams over recent years were analyzed and their popularity around the world was determined.
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e Basecamp = \onday.com e N OtiON = ClickUp
—\Nrike = 70ho Projects
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Fig. 3. Dynamics of popularity and interest in selected project management services from December 1, 2019 to October 31,
2023
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Fig. 4. Average values of the dynamics of popularity and interest of the analyzed project management services
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Figures 3 and 4 present the dynamics regarding the popularity and interest in selected project management
services from December 1, 2019 to October 31, 2023, based on Google Trends data [12]. The chart tracks relative
search interest over time for various project management tools such as Trello, Asana, Basecamp, Monday.com, Jira,
Notion, Microsoft Project, Wrike, Zoho Projects, and ClickUp.

Based on this analysis, the following patterns can be traced:

e Trello and Jira have high and variable interest levels throughout, with peaks and troughs that can indicate
significant events or releases affecting user engagement.

e Asana, Basecamp, and Microsoft Project show a moderate but relatively stable level of interest, indicating
an ongoing user base or market presence.

e Notion shows an increasing trend in popularity, especially in the second half of the analysis period, which
may indicate a successful expansion or increase in its penetration and number of users.

e  Wrike, Monday.com, Zoho Projects, and ClickUp show lower levels of search interest compared to the
others, however, ClickUp has a slight upward trend over time..

For distributed teams, these trends indicate that they are more likely to consider Trello and Jira because of
their high visibility and likely extensive capabilities, which may be well-suited for collaboration across geographic
locations. Notion's growing popularity also points to it becoming a more popular choice, perhaps due to its flexible
note-taking and organization capabilities that can be valuable to remote teams.

Variation in interest in some tools may reflect changes in market positioning, feature updates or changes in
the competitive environment. Additionally, the stability of others like Asana and Basecamp indicates that they are
solid options with large user bases and developed communities.

However, to make an informed decision about which service is best suited for project management of
distributed teams, it is necessary to take into account not only Google Trends data [10]. Factors such as specific
feature set, user experience, integration capabilities, pricing and customer support are critical to the evaluation. In
further studies, a more extensive set of factors will be considered for choosing the optimal toolkit depending on the
types of projects.

The results of this study highlight the importance of choosing the right project management service that
meets the unique needs and workflows of each team. The results also highlight the changing demand and
preferences in this area, indicating the continuous evolution of the digital project management environment.

Tools for automating project processes on project management platforms for distributed teams
To automate project processes in distributed teams and improve interaction and efficiency, it should be
considered creating chatbots in popular messengers such as WhatsApp, Telegram, Viber and Messenger, etc. to
integrate with project management tools such as Trello, Asana, Jira, Microsoft Project, Basecamp, Monday.com,
Notion, ClickUp, Wrike, and Zoho Projects, as well as Github, Gitlab, and Bitbucket repositories, which can be an
effective way to simplify workflow in distributed teams.
There are the key aspects of this process:

e Integration with project tools and repositories: Chatbots can be configured to interact with various project
management tools and code repositories. Using the API of these services, chatbots can receive updates
about changes in tasks, commits, pool requests and other important events.

e Customized notifications: Users can configure chatbots to receive notifications about specific events, which
minimizes information noise and allows you to focus on important updates. These notifications are instant,
which is an advantage over email or Slack, where delays can occur.

e Convenience and accessibility: Since most people use messengers regularly, receiving notifications through
them is convenient and efficient. This is especially useful for distributed teams that work in different time
zones and are geographically dispersed.

e Search functionality and autocomplete: modernized chatbots can include search and autocomplete
functionality for convenient access to information about projects, tasks and documentation.

o Interactive interface: development of an intuitive interface for interaction with the chatbot ensures effective
use of it, regardless of the technical experience of all team members.

Chatbots enable remote teams to quickly respond to changes in projects, improving communication and
efficiency. They are also useful for various professional groups, including developers, testers, project managers, and
HR professionals.

Project managers can first test chatbot solutions on small groups of users and then expand their use to the
entire team, ensuring effective implementation and adoption.

Using chatbots in such scenarios significantly improves workflow, allowing teams to respond quickly to
changes, manage tasks efficiently, and maintain high productivity.
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Conclusions

The integration of advanced communication and information technologies becomes key in the strategy of
managing project processes in distributed teams, ensuring high communication efficiency and optimization of work
procedures.

In the course of the study, popular communication technologies used in distributed teams have been singled
out, their advantages and bottlenecks in application have been presented, which should be taken into account when
the project stakeholders select a set of tools to ensure effective communication and its success.

An analysis of project management platforms is carried out, the features of their use, popularity and interest
of users in recent years are given. The basic capabilities for task management, collaboration, documentation, and
resource allocation capabilities to improve efficiency and communication within project teams are covered. Options
for integrating chatbots into project management platforms for automating project processes in distributed teams are
offered.

Further research will focus on the comparative analysis of the effectiveness of different information
platforms, developing new integration tools, adapting these platforms to unique project requirements, and evaluating
their impact on team member productivity and satisfaction.

References
1. John O'duinn. Distributed Teams: The Art and Practice of Working Together While Physically Apart. 2021, 380 p.
2. M. T. Maynard, J. E. Mathieu, T. L. Rapp. Something (s) old and something (s) new: Modeling drivers of global virtual team
effectiveness. Journal of Organizational Behavior. 2012. Vol. 33, No. 3. Pp. 342-365. DOI: 10.1002/job.1772
3. A Malhorta, A. Majchrzak. Enhancing performance of geographically distributed teams through targeted use of information
and communication technologies. 2014. VVolume 67, Issue 4. https://doi.org/10.1177/0018726713495284
4, M. Boos, T. Hardwig, M. Riethmiiller. Fithrung und Zusammenarbeit in verteilten Teams. 1st ed. Gottingen: Hogrefe Verlag.

2016.

5. C. D. Cramton. The Mutual Knowledge Problem and Its Consequences for Dispersed Collaboration. Organization Science.
2001. Vol. 12, No. 3. Pp. 346-371.

6. F. Calefato, F. Lanubile. Establishing personal trust-based connections in distributed teams. Internet Technology Letters 1(4).
2017. DOI: 10.1002/itl2.6.

7. A. K. Goel, G. Rana, N. Chand. Antecedents and Consequences of Knowledge Sharing in Indian Knowledge Intensive Firms.
Amity Global Business Review. 2014. Vol. 9. Pp. 64-70.

8. M. B. O’Leary, J. M. Wilson, A. Metiu, A. (2014), Beyond being there: The symbolic role of communication and identification
in perceptions of proximity to geographically dispersed colleagues. MIS Quarterly. 2014. Vol. 38, No. 4.

9. A H. Reed, L. V. Knight. Effect of a virtual project team environment on communication-related project risk. International
Journal of Project Management. 2010. Vol. 28, No. 5. Pp. 422-427. DOI: 10.1016/j.ijproman.2009.08.002

10. C. Stechert, V. Scheck, C. Fischer. Launching Lean Product Development at an Rail VVehicle Manufacturer. 29th CIRP Design
Conference. 2019. Vol. 84. Pp. 179-184.

11. N. Veretennikova, R. Vaskiv. Application of the Lean Startup Methodology in Project Management at Launching New
Innovative Products. 13 International Scientific and Technical Conference on Computer Science and Information Technologies (CSIT):
Proceedings: (11-14 September 2018, Lviv, Ukraine). 2018. Pp. 169-173.

12. Google Trends. Dynamics of popularity of project management services [in Ukrainian]. 31.10.2023. URL:
https://trends.google.com/trends/explore?cat=32&date=2019-12-01%202023-10-
31&g=Monday.com,Notion,ClickUp,Wrike,Zoho%20Projects&hl=ru

Roman Vaskiv Postgraduate student of the Department | Acrmipaut kadeapu  iHdopmariiHuX
Poman BackkiB of Information Systems and Networks, | cucrem Ta wMepex, HauionanbHuii
Lviv Polytechnic National University yHiBepcuTeT «JIbBIBChKA MOMITEXHIKa»

https://orcid.org/0000-0002-8549-5035
e-mail: vaskivromzin@qmziil.com

Nataliia Veretennikova PhD of social communication, Associate | Kanagunar HayK i3 coLiaabHUX
Harauis BepereHnikoBa Professor, assistant at the Department of | xomysikariif, JIOLICHT, ACHCTEHT
Information Systems and Networks, | kapeapu inpopmamiiiaux cucreM Ta
Lviv Polytechnic National University Mepex, HamioHanbHMI  yHiBepcHTET

https://orcid.org/0000-0001-9564-4084 «JIbBiBCBKA MOJIITEXHIKA»
e-mail: nm_averlg@qma_il.com

MDKHAPOJITHUI HAVKOBHIA KYPHAJI . 43
«KOMIT’IOTEPHI CUCTEMH TA IHOOPMAIINHI TEXHOJIOI'TI», 2023, No 4



https://doi.org/10.1177/0018726713495284
https://trends.google.com/trends/explore?cat=32&date=2019-12-01%202023-10-31&q=Monday.com,Notion,ClickUp,Wrike,Zoho%20Projects&hl=ru
https://trends.google.com/trends/explore?cat=32&date=2019-12-01%202023-10-31&q=Monday.com,Notion,ClickUp,Wrike,Zoho%20Projects&hl=ru
https://orcid.org/0000-0002-8549-5035
mailto:vaskivroman@gmail.com
https://orcid.org/0000-0001-9564-4084
mailto:nataver19@gmail.com

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

https://doi.org/10.31891/csit-2023-4-6

UDC 004.8

Petro LIASHCHYNSKY!], Pavlo LIASHCHYNSKY]

West Ukrainian National University

ANALYSIS OF METRICS FOR GAN EVALUATION

Generative-adversarial networks have become quite popular in recent years. In general, these networks are based on
convolutional neural networks used in classification problems. In recent years, researchers have proposed and developed many
variations of GAN network architectures and techniques for their optimization, as the learning process is quite complex and
unstable. Despite great theoretical advances in improving network data, evaluating and comparing GANs remains a challenge.
Although several metrics have been introduced to evaluate these networks, there is currently no consensus on which metrics best
reflect the strengths and limitations of models and should be used to compare models and evaluate synthesized images. This paper
discusses the two most popular metrics, Inception Score (IS) and Frechet Inception Distance (FID), which are used to estimate GAN
networks.

Because these metrics are based on a pre-built Google Inception model used as a classifier for IS metrics and a feature
extractor for FID metrics, the goal is to develop a program module to compare metric data using the base model (Inception) and
custom models.

The scientific novelty is that these metrics were first used to compare cytological images using a model/ different from the
one proposed by the authors - Google Inception.

The practical significance of the work is the development of a software module for calculating metric data for GAN
networks used for the synthesis of cytological images.

As a result, two basic models (BioCNN-1 and BioCNN-2) and a Python module for calculating IS and FID metrics for
cytological images were developed. The developed module works with color images with a resolution of 64 x 64 pixels. Comparisons
of metrics based on the base model and the developed models for estimating GAN networks for cytological image synthesis were
compared.

It was shown that the metrics based on the developed models show better results The FID score reduced from 31.20 to
0.034 and the IS score increased from 3.52 to 3.81. A total metric calculation time reduced from 2 minutes to 15 seconds.

Keywords: GAN evaluation, metrics, inception score, frechet inception distance.

Herpo JISIIMHCBHKUIM, Hasno JIIIIIMHCHKNN

3axigHOYKpaTHChKUiA HAIIOHATIBHUI YHIBEPCHTET

AHAJII3 METPUK JJIs1 OIIHKN GAN MEPEX

[eHepaTnBHO-3Mara/ibHi MEPEXI CTa/m AOCUTL 1OMYJISPHUMU B OCTaHHI POKW. 3ara/ioM ui MEPexi nobyA0BaHi Ha OCHOBI
3rOPTKOBUX HEVPOHHUX MEDEX, IO 3aCTOCOBYIOTLCS Y 3aBAAHHSX Kacn@ikauii. B OCTaHHI POk AOCTAHNKaMU 3arpOroOHOBaHo Ta
PO3POBTIEHO AyxKe barato Baplauii cammx apxitektyp GAN Mepex Ta TexHiKk 418 Ix onmumizauii, OCKiIbKM [POLEC HaBYaHHS €
AOCUTb CKAIaAHMM Ta HECTAbI/IbHUM. HE3BaXaroum Ha BE/INKI TEOPETUYHI YCrlixv B MOKPALUEHH] AaHNX MEDEX, OLIIHKA Ta MOPIBHAHHS
GAN 3anmwaertsca ckiagqHM 3aBAaHHsIM. He ansasynce Ha Te, o 6y/10 BBEAEHO KilbKa METDUK /IS OLIIHKU LMX MEPEX, Hapasi
HEMAE KOHCEHCYCYy WOAO TOro, SKa METPUKA HaNKpalye BiJOBPAXaE Cu/lbHI CTOPOHU Ta OOMEXEHHS MOZENeH | MOBUHHA
BUKOPUCTOBYBATUCS  [U151  TMOPIBHSIHHS MOAENEN Ta OUIHKU CUHTE30BaHNX 306paxeHb. Y A[aHii poboti po3riisHyTo  ABi
HavirnomnynspHilwi metpukv Inception Score (IS) 1a Frechet Inception Distance (FID), siki 3acTocoByroTeca A4/15 ouiHku GAN mepex.

OcKinbkn  faHi METDUKM  Oa3yloTbCd Ha BUKOPUCTaHHI 10MEPEAHLO rigroToBnieHoi mogeni Google Inception, ska
3aCTOCOBYETbCA B SKOCTI Kiacuikaropa 4719 MeTpuku IS 1a eKcTpakTopa o3Hak A4/ metpuku FID, 1o meToo pobot € po3pobka
POrpamMHOro MoAyJ1s A/151 NMOPIBHSIHHS AGHNX METPUK I3 BUKOPUCTaHHAM 6330801 Mogesi (Inception) Ta KOPHUCTYBaLbKMX MOJETIEN.

HayKkoBa HOBU3HA M0/ISIrae B TOMY, YO AAHI METPUKN BEPLUE 3aCTOCOBAHO A1 MOPIBHAHHS LNTO/IOMYHNX 3006Da)XeHb 3
BUKOPUCTaHHSIM MOAET, LLO BiAPI3HAETLCA Bif 3arporioHoBaHoi asTopamu - Google Inception.

[IpaKTUYHUM 3HAYEHHSIM POBOTYH € PO3POOKa MPOrPamMHoOro MOAYJIs A/ OOYNCTIEHHS AaHnX METpuK 41 GAN mepex, wo
3aCTOCOBYIOTLCS A/151 CUHTE3Y LINTOSIONTYHUX 300PKEHS.

B pe3ysnbTati 6ys10 po3pobneHo 48i 6azosi mogesni (BioCNN-1 ta BioCNN-2) ta mogysis Ha mMosi Python 4715 064Y1C/IEHHS
metpuk IS 1a FID 4715 UNTOJIONYHNX 306paxeHs. Po3pob/ieHmi MOy b NPaLtoe i3 KOSIbOPOBUMU 300PaXEHHIMU PO3LJITbHOK
3garHicTio 64 x 64 rikcen. 34IMcHEHO MOPIBHIHHS METPUK Ha OCHOBI 6a30BOI MOAE/I Ta Ha OCHOBI PO3POBTIEHNX Modesen Ais
ouiHkn GAN mMepex 47151 CUHTE3Y LIMTOJIONHHNX 300PaXKEHD.

MeTpuku Ha OCHOBI PO3POB/IEHNX MOAENIEN TOKA3YIOTE Kpalli PE3Y/IbTaTH. IHAYEHHS METPMKkU FID 3merwmnocs 3 31.20
40 0.034, a 3HaveHHs MeTpuky IS 36ibiumiocs 3 3.52 [0 3.81. TaKkox 3ara/ibHmi 4ac O6YUCTIEHHS METPUK 3MEHLUMBCS 3 2 XBU/IMH
40 15 cekyHa.

Kmoyqosi cioBa: ouiHka GAN mepex, metpuky, inception score, frechet inception distance.

Introduction

In 2014, a completely new approach for image synthesis using generative adversarial networks (GAN) was
invented [1]. After that, a lot of new architectures were proposed [2,3,4]. Despite the fact that a significant amount
of research studies are focused mainly on the theory behind GANSs, currently there are a few studies that are related
to the evaluation of GAN networks [5]. The purpose of such evaluation is to measure the distance between
synthesized and real images. Most existing methods use the initial Inception model to represent images in a lower
dimensional space. The most popular metric at the moment is the Inception Score (I1S), which measures the distance
using Kullback-Leibler divergence (KL) [5]. However, this metric is based on the probability of an image belonging
to one of the classes and cannot show the model overfitting. Frechet Inception Distance metric is proposed as a
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better alternative. This metric directly measures the Frechet distance on a feature space by approximating a single-
variating Gaussian distribution.

Since these metrics are based on a pre-trained Inception model, then their values might degrade when
applied to other datasets that differ from ImageNet (this dataset was used to train the Inception model). Accordingly,
an urgent problem is the development of basic user models for IS and FID metrics for a specific dataset, which will
allow improving the value of these metrics.

Related works

Comparing how similar two images can be is a common problem in image analysis. For this task, a variety
of metrics are used.

A metric is a specific function of the distance between any two components of a collection. A metric
function has to conform to three axioms. The metric has to meet the triangle inequality and be identical and
symmetric. There are two types of metrics: qualitative and quantitative. Quantitative measurements are the most
often utilized metrics in research [6, 7]. Qualitative metrics are metrics that are not numerical and often involve a
person's subjective evaluation or evaluation by comparison. The most popular methods are Nearest Neighbors
(similar images are grouped into clusters) and Rapid Scene Categorization [8]. The last one is that the experts have
to make a choice between a real and a synthesized image in a short period of time. The main disadvantage of the
approach based on expert evaluations is that experts can improve their skills over time [9]. For example, experts can
receive feedback from other experts and receive tips on how to better detect the synthesized image.

Quantitative metrics are based on the calculation of specific numerical scores that are used to summarize
the quality of synthesized images. In [10], researchers refer to such metrics as Mean Squared Error (MSE), Root
Mean Squared Error (RMSE), Structural Similarity Index (SSIM), Peak Signal-to-Noise Ratio (PSNR), Coverage
Metric, Inception Score, FID and others.

To evaluate images synthesized using GAN networks, researchers have developed several metrics that can
be divided into model-dependent and model-independent. Model-dependent metrics usually require either an
estimate of the distribution density or an analysis of the internal structure of the network used. So model-
independent metrics are more popular in GAN researches [11]. Most of the independent metrics map the image to
the feature space using a pre-trained model and measure the similarity of the distribution between the used dataset
and the synthesized images.

Among all metrics, Inception Score (IS) and Frechet Inception Distance (FID) are the most popular and
relevant metrics for evaluating the quality of images synthesized using GAN networks [12, 13]. It is necessary to
perform a detailed analysis of these metrics, since they have proven themselves quite well in many studies and have
shown a good correlation with experts' assessments.

Metrics overview
Inception Score. This metric is based on the Google Inception V3 image classification model. This model
is designed to classify color images. The ImageNet dataset, which includes about 1.2 million RGB images divided
into 1000 classes, was used as a training dataset.
This metric showed good correlation with human-made estimates on the CIFAR-10 dataset.

IS(G) = exp(Expy [P (p1x) | oD = exp(HY) — Ex—p [HY|2)D,

where E — expected value,

x~pg shows that x is an image synthesized from the distribution p, (distribution of the generator),

Dy, is the Kullback-Leibler divergence between the conditional probability distribution p(y|x) and
marginal distribution p(y) = Ex~pg[p(y|x)],

H — entropy.

It is assumed that the conditional distribution of data, which contains significant objects, should have low
entropy, and the marginal distribution (synthesized images are diverse) should have high entropy [11].

Inception Score works as follows. For example, let's take 5000 synthesized images. In order to obtain a
conditional distribution of classes, it is required to classify the image data with the Inception network, which will

return a vector of probabilities p(y|x). In order to obtain the marginal distribution, the conditional distribution for

each image should be summarized as follows p(y) = ﬁ}:?ggop(ﬂxi). Next step is to calculate the Kullback-

Leibler distance between the conditional distribution of each synthesized image and the overall marginal
distribution. The average value of these distances will be the value of the IS metric [12].

Therefore, 1S measures the average Kullback-Leibler divergence between the conditional distribution
p(y|x) and the marginal class distribution p(y). That is, this metric does not consider the distribution of the original
samples at all, and therefore cannot assess how well the images synthesized by the generator are similar to the
original samples. This metric evaluates only images diversity. The disadvantages of this metric are sensitivity to the
resolution of the images themselves and to changes in the network, which is used for classification.
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The minimum value of this metric is 1, and the maximum value is the number of classes that the Inception
network can classify. In this case — 1000.

In order to obtain a high IS value, it is necessary that the synthesized images contain clear objects (for
example, the images are not blurred) and that the generator synthesizes a variety of images from all classes [13].
Accordingly, if at least one of these conditions is unsatisfactory, the score will be low.

Frechet Inception Distance. FID compares the distributions of the original and synthesized data. In order
to calculate the FID between real and synthesized images the data is transformed into a feature space using a
specific layer of the Inception model, namely the pool3 layer. Feature space is used to represent images in a lower
dimensional space where similar images are represented in relatively same regions. At the output, we receive
activation maps (also known as feature maps). FID metric assumes that these feature maps can be approximated
using two Gaussian distributions. Then the distance between them is calculated as follows:

2 1
d?((m,C,), (myC,)) = |m, — my||” + Tr(C, + €, — 2(C,C,)2),

where (m,C,) ta (myC,) — average value and covariance matrix of the real and synthesized data
distributions, respectively,

Tr — trace of the matrix (the sum of the diagonal elements).

The lower the value of the metric, the smaller the distance between the distributions is. Therefore, the
distributions are more similar to each other [14]. The FID metric is quite sensitive to image distortions (rotation,
displacement, shift, noise, etc.). The more distortions, the greater the value of the metric is [15].

A low FID value indicates that the distributions of real and synthesized images are similar to each other.
However, in practice, if a model has a low FID value, it indicates that the images are of high quality or diversity, or
both. This behavior can significantly complicate the diagnosis of the model.

The authors also show that this metric more closely matches human estimates and is more robust to noise
than IS [11, 16].

These metrics are quite popular in the field of image synthesis using GAN networks. But they have their
drawbacks [17, 18, 19].

Inception Score has the following limitations:

1) The value of the metric strongly depends on what the Inception model can classify.

2) Synthesis of images of a different set of classes that are not present in the original ImageNet dataset

may cause a low IS value.

3) If the classifier cannot identify the features that belong to the training dataset, then low-quality images

may receive high scores. The Inception network is trained on the ImageNet dataset. If IS is used on a
completely different dataset, then the classifier may not be able to identify some features well enough,
and therefore low-quality images will receive high scores.

Frechet Inception Distance is also based on the Google Inception model. But unlike IS, this metric can
define dependencies between classes. That is, if the model generates only one image per class, then the IS can be
quite high, but the FID will be low. Also, the FID metric degrades when various artifacts are added to the image.

The Inception Score does show a correlation with the quality and variety of images produced, which
explains its widespread use in practice. However, this metric only evaluates the distribution of the synthesized
images, but does not take into account how similar the synthesized and original images are. As a consequence, this
may induce models to simply learn distinct and varied images (or even some noise) instead of the distribution of the
original data [13].

Inception Score is limited to measuring how diverse the synthesized images are, while FID measures the
distance between the distribution of synthesized and real data [14].

IS and FID calculation based on custom classification model for biomedical images

Since both metrics are based on the Inception model to obtain conditional probabilities (IS metric) and
feature maps (FID metric), this can significantly affect the results when calculating these metrics for data that is not
included in the ImageNet dataset on which the Inception network was trained.

A classifier architecture for biomedical images was developed, which ensures obtaining more relevant
conditional probabilities for the 1S metric and activation maps for the FID metric, in order to compare the values of
the IS and FID metrics calculated using the Inception model and metrics calculated using a different model.

Both networks take as input color images of size 64 by 64 pixels according to the resolution of the images
in the training dataset and are named BioCNN-1 and BioCNN-2.
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Fig. 1. Architecture of BioCNN-1

These networks are convolutional neural networks (CNNs). This type of networks is widely used in
classification and pattern recognition tasks [20]. The BioCNN-1 architecture consists of a sequence of Conv,
BatchNorm, and LeakyRelu activation layers. One set of these layers can be called a convolution block. BioCNN-1
consists of four such blocks.

The BioCNN-2 architecture is built using alternating VGG and ResNet blocks. These blocks are separate elements
of the architecture of popular convolutional neural networks VGG and ResNet, respectively [22-25].

In general, VGG consists of a sequence of convolutional layers using a small convolutional window size (3
by 3). A subsampling (pooling) layer is placed at the end of such a block.

The ResNet block consists of two convolutional layers with the same number of filters, where the output of
the second layer is added to the input of the first.

In the future, the architectures can be improved by optimizing hyperparameters, which is described in [21].
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Fig. 2. Architecture of BioCNN-2

Experiments

For performing experiments, an artificial set of cytological images with a size of 64 by 64 pixels was
synthesized using the GAN network [26]. Cytological images are a subset of biomedical images, which are
structural and functional images of human organs and are intended for the diagnosis of diseases [27]. In general,
biomedical images can be divided into three groups: cytological (images of cells), histological (images of tissues),
and immunohistochemical (images of cells and their reactions and specific markers) [28, 29]. Examples of cytology

e figures below.
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Fig. 4. Synthesized images

IS and FID metrics were used to compare the synthesized images with the original ones. To calculate the
metrics based on the custom classifier, the proposed CNN architectures of the BioCNN-1 and BioCNN-2 networks
are applied. To build models, train them, and calculate IS and FID metrics, a software module was developed in the
Python programming language using the Keras machine learning framework. The experiments were performed on a
laptop with an Intel Core i7 2.5GHz CPU and 16GB of RAM. The hyperparameters of training are listed in Table 1.

Table 1
Training parameters
Model name Loss function Optimizer Learning rate Batch size Epochs
BioCNN-1 categorical_crossentropy Adam 0.003 128 40
BioCNN-2 categorical _crossentropy Adam 0.003 64 100

A sample of color cytological images divided into 4 classes with a total number of approximately 4500
images (resolution of 64 by 64 pixels) was used as a training dataset. This dataset was divided in the ratio of 80-10-
10 as a training, test and validation dataset. BioCNN-1 network achieved classification accuracy of 97% and
BioCNN-2 - 98.8%. The training time of the first network was approximately 15 minutes, and the second network
took 45 minutes. The second network needs more time to train because its architecture is deeper. The ROC curves
for both networks are shown in the figures below.
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Fig. 5 ROC for BioCNN-1
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Fig. 6 ROC for BioCNN-2
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After training both networks, the values of IS and FID metrics were calculated to compare the validation

dataset with the synthesized images. To obtain the activation maps used in the FID metric, the fourth layer from the
end (leaky _re_lu_4) of the BioCNN-1 model and the third layer from the end (activation_3) of the BioCNN-2
model were taken. The summarized results are given in Table 2.

IS and FID scores

Table 2

Inception Score, higher is better Frechet Inception Distance, lower Classification model Total metric calculation time
is better
3.52 31.20 Google Inception V3 ~ 2 minutes
3.64 23.41 BioCNN-1 ~ 8 seconds
3.81 0.034 BioCNN-2 ~ 15 seconds

Discussion

As a result of the experiments, it is shown that the value of the metrics has improved when applying the
developed models. There is a slight improvement in the IS metric. This indicates that the IS metric is not so
dependent on the model used. The reason for this is that this metric is calculated based on the probabilities of an
image belonging to one of the classes. The theoretical explanation is that similar images will be assigned to the same
class regardless of the model used. However, the use of custom models did improve the IS metric, as the custom
model classifies cytological images better than the Inception model.

When the BioCNN-1 model was used to calculate the FID metric compared to the Inception model, the FID
value decreased from 31.20 to 23.41. However, when using the BioCNN-2 model, the metric value decreased to
0.034. To calculate this metric, feature maps obtained from a specific layer of the base model are used. The
improvement of the metric values when applying the developed models indicates that the developed models provide
more relevant feature maps for cytological images, since they were trained on images from this domain.

The significant difference between the values of the FID metric when using BioCNN-1 and BioCNN-2 can
be explained by the architectural details of the networks themselves. Despite the fact that both networks achieved
approximately the same classification accuracy on the test dataset during training, the second network is much
deeper than the first. During the experiments, we also noticed a tendency for the FID value to increase significantly
as the layer used as a feature extractor approaches the network input. The BioCNN-2 network demonstrates this
trend in a less pronounced manner.

The fact that there is a significant difference in the FID value when using the developed networks,
considering that these networks were trained on the same dataset, suggests that the deeper network (BioCNN-2) can
represent the input image much better in a low-dimensional space, leading to more relevant and "informative"
feature maps. In contrast to the IS metric, the FID metric is thus considerably dependent on the network utilized as a
feature extractor.

Conclusions
The main results of this work are:
1. A comparison of IS and FID metrics was made for evaluating GAN networks for the synthesis of
cytological images using the basic Inception model and the developed BioCNN-1 and BioCNN-2 models.
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2. A Python module was developed to calculate IS and FID metrics for cytological images using the
developed models.

3. The usage of the developed models, as opposed to the Inception network, greatly reduces the time
required to calculate these metrics, according to actual experiments. The calculation took 15 seconds instead of 2
minutes.

4. Significant reduction in the calculation time and improvement in the values of the metrics themselves
makes it possible to develop this study in the direction of using the FID metric as an additional parameter in the
GAN network loss function, which would theoretically improve the quality of synthesized images.
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NEURAL NETWORK ARCHITECTURE FOR TEXT DECODING BASED ON
SPEAKER'S LIP MOVEMENTS

The paper analyses the impact of using a speechless access interface (SSI), which provides the definition of the initial
phase of the sound series associated with the beginning of speech based on the analysis of visemes, on the accuracy of voice
command recognition in different sound environments. The analysis of the methods for recognizing the speech pattern of a speaker
has shown that recent studies are based on the use of neural network architectures (CNN, LSTM) to analyze a predefined region of
interest - the speaker's mouth.

In this paper, we tested a command recognition system using the SSI approach and conducted a series of experiments
on modern solutions based on ALR interfaces. The main goal was to improve the accuracy of speech recognition in cases where it is
not possible to use the speaker's non-noisy audio sequence, for example, at a great distance from the speaker or in a noisy
environment. The obtained results showed that training the neural network on a GPU accelerator allowed to reduce the training
time by 26.2 times using a high-resolution training sample with a size of the selected mouth area of 150 x 100 pixels. The results
of the analysis of the selected speech recognition quality assessment metrics (word recognition rate (WRR), word error rate (WER),
and character error rate (CER)) showed that the maximum word recognition rate of the speaker's speech is 96.71% and is achieved
after 18 epochs of training. If we evaluate the character regonition rate of viseme recognition, the highest rate can be obtained
after 13 epochs of training. Future research will focus on the use of depth cameras and stereo vision methods with increased frame
rates to further improve the accuracy of voice command decoding in conditions of high background noise.

To further develop this work, we can apply noise reduction algorithms to the audio signal or solve the problem of
detecting visemes in conditions of low brightness or a different angle of the face.

Keywords: NLP, automated lip reading, feature detection, audio processing, neural network, mode

Onecs BAPKOBCBKA, Biagucias XOJIEB

XapkiBchKHil HALIIOHATBHHIN YHIBEPCHTET PAIiOCIeKTPOHIKH

HEWPOMEPEJXEBA APXITEKTYPA JJISI IEKOJYBAHHS TEKCTY 3A PYXOM
I'Yb CIIIKEPA

Y crartTi npoarani3oBaHo BB BUKOPUCTaHHS IHTEPeNcy 6esmosHoro goctyry (SSI), skwvi 3a6e3nedye BU3HaYEHHS
1104aTKOBOI hasn 3ByKOBOro psfy, O AaCOLIOETbCS 3 [104aTKOM MOBJIEHHS, Ha OCHOBI aHasi3y BI3EPYHKIB, Ha TOYHICTH
PO3I13HEBAHHSA O/IOCOBUX KOMAHZ Y PI3HUX 3BYKOBUX CEPEAOBULYAX. AHAJN3 METOAIB PO3IT3HABAHHS MOBHOIO MaTepHy AMKTOpa
110Ka3aB, O OCTaHHI [AOC/KEHHS Oa3yIOTbCI HA BUKOPUCTAHHI HeEMpoMepexesux apxitektyp (CNN, LSTM) ans aHanmsy
3a3ganerifb BU3HaqYeHoi 0671acTi IHTEpecy - poTa ANKTOPA.

Y poboti nporectoBaHo cuCTeMy pO3rii3HaBaHHS KOMaHg 3 SSI-rigxXo4oM Ta [IPOBEAEHO PSA EKCIIEPUMEHTIB Hald
CyHacHUMH PILIEHHSIMY Ha OCHOBI ALR iHTEpgesciB. [0/10BHOK METO 6Y/I0 MOKPALLEHHS TOYHOCTI PO3IT3HABAHHS MOBU Y TaKux
BUINaaKax, Ko/m HEMAE MOXIIMBOCTI BUKOPUCTPBYBATY HE3ALLYMIIEHNI ayAiopas CIIIKEDa, HanpuKian Ha BEMKIV BIACTaHI B Toro,
XTO rOBOpUTL, ab0 y LIYMHOMY OTOYEHHI. OTpUMAaHI pE3Y/IbTaTy 0Ka3aam, WO TPEHYBAHHS HEVPOHHOI MEPEXi Ha rpagidyHomy
TIPUCKOPIOBAYl JO3BO/INIIO CKOPOTUTH Y4aC HaB4aHHS y 26,2 pasu, BUKOPUCTOBYIOYU HABYAsIbHY BUOIDKY i3 BUCOKOI pO34IbHOI
34aTHOCTI T@ PO3MIPOM BUAINIEHOI 30HM pOTa, WO CTaHoBuTL 150 x 100 rikcesniB. Pe3y/ibTatv aHasizy o06paHnx METpuK OLIIHKMU
SKOCTI PO3r1i3HaBarHs1 Mosu (MOC/IIBHa TOYHICTb po3riizHasaHHs (WRR), nocriisHa rnomwika posnizHasarHs (WER) 1a nocmBo/ibHa
nomuika posnisHasarHs (CER)) rokaszas, Lo MakciMasabHa TOYHICTb [MOC/TIBHOIO PO3I1i3HaBAHHS MPOMOBY CIliKepa CTaHOBUTH
96,71% Ta A0cAraeTbes nicns 18 ernox HaByaHHS. AKWO OUIHIOBATH MOCHUMBOJIBHY TOYHICTb PO3IT3HABAHHS BI3EM, TO HavBuLLmi
TI0KA3HNK MOXHA OTPUMATV Micig 13 enoxv HaByaHHs. MavibyTHi AOCTIIKEHHS 6yAYTb 30CEPEMXEHI Ha BUKOPUCTAHHI KaMED
TTIMOMHYN Ta METOZIB CTEPEO30PY I3 30I/IbLLIEHO YACTOTON KaAPIB 33415 MO[asTbLIOIO 36I/IbLUIEHHS] TOYHOCTI AEKO[YBAaHHS M0/10COBOI
KOMaHAN B yMOBaxX BE/MKOro QQOHOBOIo 3aLLyM/IEHHS.

L7151 1043/1b1UI0r0 PO3BUTKY LiiEI POBOTH MOXKHA 3aCTOCYBAaTH a/IrOPUTMU LLYMO3AIJTYILIEHHS A0 ayAIOCUrHasy abo BUPILLNTH
11PO6IEMY BUSB/IEHHS BUPA3IB 0b/INYYSs1 B YMOBAax HU3bKOI SCKPaBOCTI ab0 IHLLOro KyTa Haxu/y O6/IM44S.

Kmoyosi ciosa: NLP, aBToMatnyHe YnuTarHHs 110 rybax, BUSB/IEHHS O3HaK, 06POOKa 3BYKYy, HEHPOHHA MEDEXA, PEXVUM

Introduction

Natural language processing is a general field of artificial intelligence and mathematical linguistics that
studies the problems of computer analysis and synthesis of natural languages [1-2]. Solving these problems means
creating a more convenient form of human-computer interaction, so there are SSl-based systems that use ultrasound
or optical cameras and capture facial or neck movements as a signal regardless of the incoming audio.

Voice commands fit well into the concept of building a natural language user interface [3]. In addition,
such technologies have already become widespread in various spheres of life (figure 1)

This list could be constantly updated, but such systems are most commonly used as voice assistants in the
form of software applications on smartphones, PCs, or special devices similar to audio speakers.

This paper discusses in detail the applications where high noise levels or lack of sound signal are a
problem, such as for people with disabilities, aviation, cars with insufficient noise insulation, and dialog restoration
in silent movies [4-6].
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Most often, speech recognition is defined as the conversion of an audio sequence of a human voice
recording into text data. However, using not only audio information but also video can significantly improve the
quality of recognition or even replace audio.

The main problem for a large number of SSl-based command recognition projects is that they use
uncomfortable devices that need to be attached to the skin, which allows for experimental use only on patients,
military, or astronauts, thus limiting mass adoption [7]. Many of these systems have a limited number of commands,
such as a couple dozen in a NASA research project, and have variable accuracy for the same words from the same
user due to the shifting of sensors on the body during use. Therefore, for convenience, it is better to use other
devices (video camera or depth camera).

Robotics
Informational
Smartphones .
Security
Telecomunications Alppllcatlons of Aviation
voice commands
Smart houses Automobiles

People with
disabilities
Fig.1. Applications of voice commands

The problem of high noise levels can be solved by using an algorithm for automated lip reading from a
video stream, combining audio signal processing with viseme recognition in the frame [8-9]. On the other hand,
such systems still have the problem of homophones, which include the same lip movements for different words,
which can be solved by adding sound processing, but this method does not work well in noisy environments without
additional filtering. Therefore, conducting research in this area and developing our own solution for recognizing
voice commands, combining work with audio and video sequences depicting the speaker, is a relevant task.

Related works

Visual speech recognition or lip reading plays an important role in human communication, especially in
noisy environments, and can be extremely useful for people with hearing impairments, so ALR technology was
chosen for camera-based command recognition. To identify a word or sentence, the system must be trained using
data collected for a particular language and vocabulary. However, ALR uses visemes instead of phonemes.

ALR (automated lip reading) is the process of decoding text from the speaker's mouth movement. Machine
lip reading is complex because it requires extracting spatio-temporal characteristics from the video, namely the
position and movement of the lips. It also complicates the process of recognizing the position of the tongue and
teeth, as in many cases they are hidden behind a closed or covered mouth, so they are difficult to recognize without
context.

Recent research in the field of ALR has shown a surge in end-to-end deep learning approaches for
lipreading that focus on word-level prediction using a combination of convolutional and recurrent networks [10].
Therefore, in the further work we will follow this approach.

The basic detection of visemas is based on the analysis of facial geometry. When the mouth is open, the
distance between the corners of the mouth increases. Even though people have different mouth sizes, you can
normalize this indicator by dividing it by the distance between the jaws and get a general ratio that can be used for
different faces. Each image contains a large amount of raw information that is not used in speech recognition.
Therefore, it is necessary to process each image and clearly identify the AOI - the area of the lips.

Among the existing software solutions that can be used to implement certain stages of ALR systems (for
example, lip area extraction), we can highlight the Dlib library, MTCNN, Openface, LFW landmarks, etc. The latter
provides fast processing but low accuracy. The Dlib library is preferred because it is open source, which is important
for editing algorithms or changing parameters for recognition.
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4) MultiPIE 1G (M2VTS ) FRGC-V2 A
(a) MultiPIE/IBUG (b) XM2VTS (¢) FRGC-V2 (d) AR (e) LEPW (f) HELEN (2) AFW (h) AFLW

Fig.2. Examples of facial features markup

The dlib facial feature detector is developed using the classical histogram of oriented gradients (HOG)
function in combination with a linear classifier, an image pyramid, and a sliding window detection scheme. The
oriented gradient histogram is an image processing algorithm that performs feature extraction. Dlib contains
information about the markup of dots in the face contour and applies them to the input frame, and in the output
frame, it marks these dots if the image contains a mouth, eyes, or other facial features.

To recognize facial contours, including lips, we use shape_predictor_68 face landmarks.dat, which is
trained on the iBUG 300W image collection (figure 2). Other files can also be used, for example, based on HELEN,
as it has a large number of dots that highlight the upper and lower lips, as well as the open mouth. Using these
features, the algorithm obtains lip-centered images of 100 x 50 pixels, which will be sufficient for further processing
by neural networks. The area with the detected lips is also enlarged by 10 or more pixels on each side so that the lips
do not end up cropped.

To train a recognition system, a speech corpus is required, examples of which are shown in figure 3 [11-
12]. GRID is a collection of tens of thousands of short videos in which 34 volunteers read nonsensical sentences in
English with captions. Each file is three seconds long, and each sentence follows a pattern: command, color,
preposition, letter, number, and adverb. Examples of such sentences: «place blue in M one soony, «set blue by A
four please», and «place red at C zero againy.

Datasets
(lip reading)
GRID LRW-1000 Ouluvs2 AVICAR VVAD-LRS3 LRS LRW

Fig.3. Examples of ALR corpora

The advantages of this corpus include a large number of videos in which the lip movements of different
people are clearly visible in a bright room, which will be enough to build a recognition system, but for practical use
it is better to use other corpora where the head position is not full-face, there are no template sentences and in dark
lighting. To meet these conditions, we can use the OuluVS2 body, which was recorded by six cameras from five
different views located between the frontal and profile views of 50 people, to analyze the non-smooth mouth
movement, but the main problem will be the implementation of the ALR algorithm from the frames where the
human face is in profile.

LRW-1000 used to be called CAS-VSR-W1k and is often used for recognition, but it is difficult to use for
this paper because the authors of this paper do not speak Chinese, although LRW-1000 includes 18018 video
samples from about 2000 people and is a good corpus for practical use because it contains different lighting, head
positions and non-laboratory sentences.

The best speech corpus to compare with others in different sound conditions is AVICAR, as it records the
faces of 86 people in different positions inside the car and from 7 microphones, and has 5 noise levels depending on
the speed of the car. But the problem is the difficulty of obtaining all but a limited number of people's data, as links
to the files were unavailable at the time of writing (last updated in 2004) or confirmation from the University of
Illinois researchers is required.

Also common is the LRS corpora group, which has different versions (LRS, LRS2, LRS3-TED, MV-LRS,
etc.) and was created by BBC television, with each sentence being 100 characters long. Due to the large number of
camera positions, file size, and variety of content, the LRS2 dataset is more complex (75.2% of non-frontal face
frames) than the LRS or MV-LRS dataset and is recommended for projects with the best recognition algorithms.

In addition to these data, there is a lack of a standardised set of similar videos in Ukrainian, which could be
used to compare the results for different systems without creating our own corpus.
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Aims and task of the work

The aim of this paper is to study the effect of using a speechless access interface (SSI), which provides the
definition of the initial phase of the sound series associated with the beginning of speech, based on the analysis of
visemes, on the accuracy of voice command recognition in different sound environments.

In order to achieve this goal, the following tasks must be solved:

- analysis of methods for recognising the speech pattern of a person speaking;

- creation of a model for recognising voice commands, improved by analysing the speech pattern of a
person speaking;

- implementation of a voice command recognition model based on sound series analysis;

- implementation of a voice command recognition model based on a combination of sound series analysis
and speaker's lip image;

- analysis of the obtained results.

To further develop this work, we can apply noise reduction algorithms to the audio signal or solve the
problem of detecting visemes in conditions of low brightness or a different angle of the face.

Results and Discussion
To create a speech recognition system, a neural network architecture is used that maps sequences of
visemes in video fragments of variable length into text sequences.

OpenCV Dlib CMN Tensorflow Encoder-decoder LSTM
Video in MP4, AV, l l
MPG formats
_ 5 . Image of
Facial features |a mouth v
predictor.dat ; )
processing _ Viseme
Viseme sequence | v
1 recognition
Word Text
+ 4 prediction
.T A
CPU CUDA-capable GFU

Fig.4. IDEFO notation of the proposed system for viseme recognition

In the proposed system (figure 4), the video is decomposed into a sequence of frames containing lip
images. In the next step, these frames are used as input to a convolutional neural network that has been trained on
similar data. The data from the CNN is then passed through fully connected layers to form the input vector of the
LSTM. The output of one layer becomes the input of the next recurrent layer. The last step is to decode the
probability distribution vector of potential visemes in the LSTM, and as a result, a sequence of characters is formed,
which are combined into words.

To solve the task, it is necessary to determine which words or phrases are pronounced from a fixed set of
known phrases. The system's components use a sequence of images as input, and the output is words. Table 1 shows
11 visemes and a silence state that correspond to the phonemes of the English language and can be programmed into
a dictionary, since phoneme groups do not differ in visual features.

The accuracy of viseme recognition will be low in cases where the distinguishing feature is the position of

the tongue, such as VD,T,S and VG,K,N’ which requires an environment with good lighting and recognition in the
dark will not be possible. For such conditions, it is possible to use a depth camera, since light does not affect the
data and there are projects that use this device, such as Microsoft Kinect .

Before starting the testing, we downloaded a collection of videos with audio and text in a separate subtitle
file. The training set consists of the first 30 archives of the GRID corpus without the 22nd archive (no video due to
technical reasons), and the test set contains the last 3 archives, whose speakers were not considered in the training
set. GRID is a collection of tens of thousands of short videos in which 34 volunteers read nonsensical sentences in
English with captions. Each file is three seconds long, and each sentence follows a pattern: a command, a colour, a
preposition, a letter, a number, an adverb. Examples of such sentences: «place blue in M one soony, «set blue by A
four please» and «place red at C zero again». A pseudo-random number generator was also used to select a file from
the test sample. The result of the system's efficiency testing in detecting the mouth area in the video and cropping it
into a sequence of 150 x 100 pixels with the viseme detection is shown in table 2.
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Table 1
English visemes and phonemes with examples
Consonants Vowels
Viseme Phoneme Example Viseme Phoneme Example
[d3/ | fa:/
! /av/
V_]lClH /f/ VA /aI/
3/ /n/ i
Ip/ lel
VP,M,B /bl VE e/
/m/ &/
Ifl fi:l
Vey i Vi W k @
fd/
g// /a:/
Vors | Vo |~v
fov/ ,
18/ k
18/
Il fo/ ,
Vew i Vu Il m
l i d
g/ B
k! k.
Inl
Vern | v Silent c
L .
Iyl AN o
h

The next step is to train the neural networks on a high-resolution training set, which involves sequentially
processing several hundred videos from each directory, selecting a 150 x 100 pixel mouth area. To accelerate the
neural network training process and reduce the processing time by several dozen times, an NVIDIA GeForce GT
960m graphics card with Compute Capability of 5.0 was used. Training the neural network on the CPU took 64
minutes and 37 seconds, and on the above GPU — 2 minutes and 28 seconds.

Neural networks were not trained on low-resolution video with a 75 x 50 selected mouth area, as [36]
reported results showing a significant decrease in recognition accuracy when using the above settings.

The result is a text file with the corresponding recognised voice command for each video.

Table 2

(x=164, v=7) ~ R:154 G:174 B:149 (x=398, v=11) ~ R:179 G:194 B:185

Viseme V, Viseme Vg
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:(x=290, y=5) ~ R:180 G:190 B:182 ) (x=280, v=1) ~ R:191 G:203 B:197

Viseme Vg Silence

The system took 20 epochs to train, which was chosen empirically. The results are presented in table 3. We
calculated the word recognition accuracy, word and character errors, and mean. The total number of video
sequences for training in epoch 1 is 492 and corresponds to the total number of all videos with a speaker.

We use standard metrics for evaluating the quality of speech recognition, such as word recognition rate
(WRR), word recognition error (WER) and character recognition error (CER).

Table 3
CER, WER and WRR values for 20 epochs

Epochs CER WER WRR
1 10,31% 11,59% 88,41%
2 7,48% 9,34% 90,66%
3 6,73% 8,88% 91,12%
4 6,59% 7,37% 92,63%
5 6,41% 6,8% 93,2%
6 4,58% 5,55% 94,45%
7 5,4% 6,46% 93,54%
8 4,82% 5,19% 94,81%
9 4,1% 5,95% 94,05%
10 3,47% 4,43% 95,57%
11 3,84% 5,11% 94,89%
12 4,03% 4,25% 95,75%
13 2,18% 4,2% 95,8%
14 3,56% 3,73% 96,27%
15 3,8% 3,96% 96,04%
16 2,51% 3,47% 96,53%
17 2,98% 3,9% 96,1%
18 3,15% 3,29% 96,71%
19 3,07% 3,58% 96,42%
20 3,04% 3,82% 96,18%
Mean 4,6% 5,54% 94,46%

Increasing the number of epochs beyond 18 negatively affects the accuracy of the system and leads to
network overtraining, which is evident in the last two results of table 3.

98,00% 14,00%
96,00% 12,00%
94,00% 10,00%
92,00% 8,00%
90,00% 6,00%
88,00% 4,00%
86,00% 2,00%
84,00% 0,00%
1 3 5 7 9 11 13 1517 19 1 3 5 7 9 11 13 15 17 19
a) b)

Fig.5. Performance dependency on 20 epochs: a) word recognition rate; b) word and character recognition error
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The low accuracy with a small number of training epochs is explained by the fact that when using a
recurrent neural network, input data from each frame is fed sequentially, so the system will not learn to correctly
identify the word from the first frames, so further training is required to reduce the frequency of misinterpretations
of the word.

We also checked the number of errors in characters and words, and found a significant impact of incorrect
word recognition on the system's accuracy (figure 5). This may be due to the problem of visem-based word
recognition in the module, which uses a recurrent neural network and requires changes to improve accuracy, such as
replacing LSTM with bidirectional GRUs or other neural networks.

Analysis of the results showed that the largest number of errors were in homophones, for example, the
letter v was replaced by f or b by p.

The average word recognition accuracy is 94.46%, which is a good indicator for modern recognition
systems based on silent speech interfaces and is comparable to similar projects or software tools that recognise
words based on audio only.

Conclusions

The paper analyses the impact of using a speechless access interface (SSI), which provides the definition of
the initial phase of the sound series associated with the beginning of speech based on the analysis of visemes, on the
accuracy of voice command recognition in different sound environments.

The analysis of the methods for recognising the speech pattern of a speaker has shown that recent studies
are based on the use of neural network architectures (CNN, LSTM) to analyse a predefined region of interest - the
speaker's mouth. In this work, we used the GRID corpus to perform experimental studies, since this collection of
videos was taken with the best lighting conditions and short laboratory phrases, which makes it easy to test the
proposed approach. In the future, at the stage of implementation of the research results, it is planned to train the
proposed system with a neural network architecture on lower quality videos, for example, from the LRS collection.

Training of the neural network on a GPU accelerator allowed to reduce the training time by 26.2 times
using a high-resolution training sample with the size of the selected mouth area of 150 x 100 pixels. The results of
the analysis of the selected speech recognition quality metrics (word recognition rate (WRR), word recognition error
(WER), and character recognition error (CER)) showed that the maximum word recognition rate accuracy of the
speaker's speech is 96.71% and is achieved after 18 epochs of training. If we evaluate the character recognition rate
of word recognition, the highest rate can be obtained after 13 epochs of training.

To further develop this work, we can apply noise reduction algorithms to the audio signal or solve the
problem of detecting visemes in conditions of low brightness or a different angle of the face.
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FORMAL SPECIFICATION OF MULSEMEDIA OBJECT’S DIGITAL TWIN BASED
ON DISCRETE INTERVALS TEMPORAL RELATIONS

The article proposes a modification of the relations between discrete intervals, which makes it possible to formally
determine the relationship between sets of temporal data of different modalities for the formal description of a mulsemedia object's
digital twin model. A mulsemedia object is a physical object, the state of which is recorded using a set of sensors to form a
temporal multimodal digital description that comprehensively defines the object as a person perceives it through the senses. A
digital twin of a mulsemedia object is a complex software model of this object, which is designed to predict the possible states and
behaviour of the mulsemedia object. The formal description of a mulsemedia object is based on data obtained from a set of
sensors, each of which captures information of a certain modality. To combine these data into a single object specification, a
temporal relationship must be established between them, since data from different modalities can be registered and be meaningful
for the research in different periods of the object's observation. Qualitative determination of the temporal relationship between sets
of data can be done using relations between discrete intervals ("Is Before", "Is After", "Coincides", etc.), but quantitative
determination (for example, "How much before") using existing relations discrete intervals are impossible. Therefore, the article
proposes to consider existing relations of discrete intervals as qualitative relations, at the same time, introducing their modification -
quantitative relations of discrete intervals. The use of quantitative relations of discrete intervals will make it possible to simplify the
development of digital twin technology software by improving the quality of the formal specification of data structures that
comprehensively reflect interconnected sets of temporal multimodal data obtained in the process of monitoring mulsemedia objects.

Keywords: mulsemedia, digital twins, software, discrete intervals, relations, temporal multimodal data.
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aIfioHaNbHUN TeXHIUHMI yHiBepcuTeT YKpainu « KuiBchkuil momiTexHidHui iHCTHTYT iMeHi Iropst CikopchKoro»

P®OPMAJIBHA CHHEHU®IKALIS HUPPOBOT'O JIBINHUKA
MYJUBbCEMEIAIMHOI'O OB’€EKTA HA OCHOBI KVIBKICHUX BI/IHOIIEHDb
JAUCKPETHUX IHTEPBAJIIB

Y crarri 3anponoHoBaHo MOAN@IKaLito BIAHOLLEHE ANCKDETHUX IHTEPBA/IB, KA AA€ 3MOry OpMasibHO BU3HA4YaT 3B 30K
MK Habopamu  TEeMIIOpaibHuX JaHux DPiBHUX MOJA/IbHOCTEN A/1S  QOPManbHOrO OrmMcy MoAeti  LM@poBOro  ABIVMIHMKE
MYJILCEMELIMHOrO O6'€KTa. 14 MysIbCUMELIVHUM OB'EKTOM PO3YMIETECS DiBNYHMI OB'EKT, CTaH SKOro (DIKCYeETbCS 3a [OMOMOIo0
Habopy ceHcopi A1 QOPMYBAHHSI TEMIIOPA/IbHOMO MyJibTUMOAE/IbHOMO LMGHPOBOIO OMUCY, SIKMY KOMITIEKCHO BU3HAYaE O6EKT
1104I6HO A0 TOro, K BiH CIPMIMAETBCS JIIOANHOKO YEPE3 OpraHu YyTTs. LingdpoBumi ABIHUK My IbCEMELIMIHOIO O6'EKTa € CKIIAAEHO0
NPOrPaMHOI0 MOJE/VTIO LbOr0 OOEKTa, SIKa IMPU3HAYeHa [/1S MPOrHO3YBaHHS MOXJIMBUX CTaHiB Ta [TOBELIHKU MyJIbCEMELINIHOO
06°ekTa. DopMasIbHI ONC My/IbCEMELINIHOrO 06 €KTa BIABYBAETLCS Ha OCHOBI AaHNX, LLO OTPUMYIOTLCS 3 HAOOPY CEHCOPIB, KOXeEH 3
SKkux QIKcye [HGopmaLito nesHoi' MOAasIbHOCTI. 159 00 €E4HAaHHS LMX AGHNX Y EANHY CrIeUn@ikaLio 06'EKTa M HUMU OTPIOGHO
BCTaHOBUTH TEMITOPATIbHIN 3B 30K, OCKI/IbKU AaHI PI3HUX MOJA/IbHOCTEN MOXYTb PEECTPYBATHUCS Ta MaTH CEHC A/1 JOCTIIKEHHS Y
PI3HI 11EpIoAN CrIOCTEPEXXEHHST 00 EXTA. SIKICHE BU3HAYEHHS TEMIIOPAabHOro 383Ky MK Habopamu AaHnx Moxe OyTv BUKOHaHEe 33
JOMOMOror0 BIAHOLIEHL MK AUCKDETHUMU IHTEPBanamu (<repesye», <«Hactac ricig», <«30iracTbCca» T1a IHLWE), poTe Ki/lbKicHe
BU3HAYEHHS (HarnpuKaas, <HacKiibku reEPESye») 3a A0MOMOror0 ICHyIOYMX BIAHOLEHD AUCKPDETHNX [HTEPBA/IB HEMOXmBE. Tomy y
CTaTTi 3aIPONOHOBAEHO BBaXaTn HAEABHI BIAHOWEHHS ANCKPETHUX IHTEPBAE/IIB SKICHUMM BIAHOLWEHHSIMY, HATOMICTb BBECTU IXHIO
MOANQIKALIIO — KiJIbKICHI BIIHOLIEHHS ANCKDETHUX IHTEPBA/IIB. BUKOPUCTaHHS KiJIbKICHNX BIAHOLLEHE ANCKDETHUX IHTEPBA/IB AACTb
3MOry CripOCTUTH PO3POBIIEHHS TMPOrPaMHOro 336e3IeYeHHsT TEXHOIONT UN@poBuX ABIVIHUKIB 3@ PAaXyHOK MABULLEHHS SKOCTI
@opmarnbHoi  crneyn@ikauli - CTDYKTyp AaHux, SKi  KOMI/IEKCHO  BilOBPaXaroTb  B3AEMOINOBA3aHI Habopy  TEMIOPasbHUX
MYJIbTUMOLATIEHUX AaHNX, LUO OTPUMYIOTLCS Y [POLIECT MOHITOPUHIY My/IbCEMELIVHIX 06 EKTIB.

Kmto4oBi  ¢10Ba: MysibcemMegia, UM@POBI ABIVIHNKY, MPOrpamMHe 3a6e3reyYeHHs, AUCKDETHI IHTEPBa/M, BifHOLIEHHS,
TEMIIOPA/IbHI MyJ1b TUMOASE TbHI AaH.

Introduction

Since its development, the digital twins technology has been used to solve a wide range of scientific and
technical problems. One of these tasks is the task of computer modelling of mulsemedia objects. A mulsemedia
object is a physical object or a composition of several physical objects, the state of which is recorded using sensors.
Each sensor captures information of a specific modality. A set of sensors produce temporal multimodal information
that can be used for forming a digital description which comprehensively defines the object as people can perceive it
through their senses. A digital twin of a mulsemedia object is a complex software model of this object, which is
designed to predict the possible states and behaviour of the mulsemedia object. To combine these data into a single
object specification, a temporal relationship between them must be defined, since data from different modalities can
be registered and have a specific value for the research in different periods of the object’s observation.

The research presented in this paper is aimed at the advancement of the theoretical foundations for
temporal multimodal data representation that can be used for the formal specification of the mulsemedia object’s
digital twin.
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Related works

The fundamentals of the temporal relations were proposed in works [1] and [2] where the foundations of
interval algebra and interval-based temporal logic are defined. In particular, in the paper [1] thirteen relations
between intervals are proposed. In the paper [2] the beginnings and endings of intervals are formally defined and
associated with points on the time axis.

In the paper [3], considers three types of relations between events: temporal relations between an event and
a time expression, between a pair of events and between an event and the document creation time. It proposes a
Markov Logic model that jointly identifies relations of all three relation types simultaneously. It allows to improve
the accuracy while solving tasks where temporal relations between events are important.

In the paper [4], a notion of a fuzzy time interval is formulated and fuzzy Allen relations which are the
generalization of Allen’s interval relations are proposed. The relatedness measures are applied to define fuzzy
temporal relations between vague events.

The paper [5] focuses on temporal link labelling as a classification task, in particular, it considers a set of
temporal relations specified in TimeML [6] that contains fourteen types of relations. The paper presents a way of
choosing the right feature vectors to build the classification model.

The analysis of these and similar papers show that neither of researches deals with the temporal relations
defined quantitatively. Moreover, most of the research focus on the use of interval algebra and interval-based
temporal logic which consider continuous intervals. At the same time, discrete intervals can be more useful for the
development of new algorithms and software for digital twins technology.

Theoretical Background
The basis for the research presented in this paper is the Algebraic System of Aggregates (ASA) [7, 8]. The
ASA is an algebraic system, a carrier of which is an arbitrary set of specific structures — aggregates. In broader
sense, an aggregate can be considered as a complex data structure for a consolidated representation of temporal
multimodal data sets which define the same object of observation.
Mathematically, an aggregate D is a tuple of arbitrary tuples, elements of which belong to predefined sets:

D=M;1{¢/)” 1)4= 1O} (D)1, 1)

n;

where {D} is a tuple of sets Mj, (D) is a tuple of elements tuples <dij> . corresponding to the

1=
tuple of sets (d/ eM).

As an algebraic system, the ASA consists of three sets: a carrier (non-empty set), a set of operations, and a
set of relations. This research is focused on relations of the ASA, in particular, the relations between discrete
intervals.

A discrete interval (DI) [9] is a tuple, elements of which are unique values ordered either in ascending or in
descending order. In broader sense, a DI is a tuple of values defining the moments of time when characteristics of
the object of observation are to be measured.

In the ASA, the following relations between two DIs are defined.

The relation Is Before means that the first DI (t1 ) finishes before the second DI (t2 ) starts:

A, 21 .2
<t |ftnl<t1. 2

The relation Is After means that the first DI (t1 ) starts after the second DI (t2 ) finishes:

A 2.1 L2
ot |ft1>tn2. 3)

The relation Coincides With means that two Dls (t1 and t? ) start and finish at the same time:

th o> t2 i1‘t11:t12,tﬁ1=t§2 andn, =n,. (4)

The relation Meets means that the first DI (tl) finishes at the same time moment as the second DI (t2 )
starts:
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T 3.
th i t? if tﬁl:tf. (5)

The relation Is Met By means that the first DI (t1 ) starts at the same time moment as the second DI (t2 )
finishes:

I 3.
ot if tﬁz =tf. (6)

The relation Overlaps means that the second DI (t2 ) starts during the first DI (t1 ) and it finishes after the
first DI finishes:

o 4261 .2 1.2 2 1
ttetif tp <t andtnl<tnz and t{ <tnl. ©)

The relation Is Overlapped By means that the first DI (t1 ) starts during the second DI (t2 ) and it finishes
after the second DI finishes:

A 26,2 1 2 1 1.2
ttottift] <t andtnz<tnl and t; <tn2. (8)

The relation During means that the first DI (tl ) starts after the second DI (t2 ) starts and it finishes before
the second DI finishes:

A a2 el 2 1.2
-t |ftl >t1 andtnl<tn2. (9)

The relation Contains means that the first DI (tl) starts before the second DI (tz) starts and it finishes
after the second DI finishes:

L ng2iedd (2 1 42
tttoif i <t andtnl>tn2. (10)

The relation Starts means that the first DI (tl) starts at the same moment of time as the second DI (tz)
starts and it finishes before the second DI finishes:

A 2.1 L2 1,2
t «t |f tl—tl andtnl<tn2. (11)

The relation Is Started By means that the first DI (t1 ) starts at the same moment of time as the second DI (

t2 ) starts and it finishes after the second DI finishes:

A 201 L2 1 42
>t |f tl—tl andtnl>tn2. (12)

The relation Finishes means that the first DI (t1 ) starts after the second DI (t2 ) starts and it finishes at the
same moment of time as the second DI finishes:

th e t? if t > t? and t —t2 . (13)

Ny

The relation Is Finished By means that the first DI (tl) starts before the second DI (tz) starts and it
finishes at the same moment of time as the second DI finishes:
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A2 1 2 1,2
t" e t°if t; <t and tnl —tnz. (14)

All the abovementioned relations are qualitative. The further research offers the new approach that enables
modifying these relations to make them quantitative.

Proposed Approach
The following quantitative relations are proposed in this research to enable defining relations between two
discrete intervals by a specific number of time moments.

The relation Is Quantitively Before means that the DI t' finishes = moments of time before the DI t?
starts:

e t?ift? =tb +1. (15)
A ny

The relation Is Quantitively After means that the DI t' starts t moments of time after the DI t? finishes:
tot?if tf =t2 +1. (16)
T 2
The relation Quantitively Overlaps means that the DI t2 starts T, moments of time after the DI t! starts
and it finishes t moments of time after the DI t! finishes:

L€ 2 e 2 2 _ 41
t (Ts'Tf)t if tl =t1+’L'S andtn2 =tn1+‘l?f. (17)

The relation Is Quantitively Overlapped By means that the DI t' starts 1, moments of time after the DI t2

starts and it finishes ¢ moments of time after the DI t finishes:

I T R 1,2
t (TS,Tf)t if t =t +1g andtnl:tn2+1:f. (18)

The relation Quantitively During means that the DI t' starts 15 moments of time after the DI t2 starts and

it finishes t¢ moments of time before the DI t? finishes:

a9 2 e a2 2 .1
t (TsrTf) t |f tl _tl "rTs and tnz _tnl +Tf . (19)
The relation Quantitively Contains means that the DI t' starts T, moments of time before the DI t2 starts
and it finishes t; moments of time after the DI t finishes:
& ™ 2 if Rttt andt =t 41 (20)
(s 77) S T
The relation Quantitively Starts means that the DI t' starts at the same moment of time as the DI t? starts
and it finishes t moments of time before the DI t? finishes:
de 2 e 12 2 _ 1
t (‘l.')t |f tl —tl and tn2 _tnl +T. (21)

The relation Is Quantitively Started By means that the DI t' starts at the same moment of time as the DI
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t2 starts and it finishes T moments of time after the DI t2 finishes:

A2 o1 L2 1 _y2
Ut if =t andtnlztn2+r. (22)

The relation Quantitively Finishes means that the DI t' starts © moments of time after the DI t° starts

and it finishes at the same moment of time as the DI t? finishes:

P2 o 1.2 1.2
Ut if t=t +randtnl=tn2. (23)

The relation Is Quantitively Finished By means that the DI t' starts t moments of time before the DI t2

starts and it finishes at the same moment of time as the DI t? finishes:

AP 2 o2 1 1.2
t ot if i =tf+randt, =t7 . (24)

The relations Coincides With, Meets, and Is Met By do not have their qualitive and quantitative versions as
these relations are always defined by specific moments of time and, thus, they can be considered either as qualitive
or as quantitative depending on the context.

The proposed quantitative relations between discrete intervals can be useful for the formal specification of
a complex data structure based on a multi-image concept [8].

A multi-image is a complex representation of temporal multimodal data sets which describe an object. In
mathematical sense, the multi-image MI is an aggregate, the first data tuple of which is a non-empty tuple of time
values.

MI = [T, My, .., My|(tiYer, (it Vel ops o ity Yoy =1]) (25)

where T is a set of time values; t = n;,i € [1, ..., N].

Thus, T is a mathematical representation of the common time scale which defines the whole period of the
object’s observation. However, for the development of an algorithm of the object’s multi-image processing, it can be
useful to present in an evident way the interrelation of different data modalities in terms of time. The definition of
the multi-image as the formula (25) does not provide such representation. Let us use the quantitative relations to
advance the definition of the multi-image.

Firstly, let us define a sub-multi-image SMI; which presents temporal data of i-modality as:

sMi; = [T, MiGeE )Ry (i s, | (26)

where T; is a set of time values which defines the time moments (t; );_, when the data (d,);'_, of i-modality (the modality is
defined by a set M;) is to be measured; i € [1, ..., N].
Then, the multi-image MI can be defined as:

MI = SMI;, (R;,;,) SMI,, iy # iy, Viy,i; €[1,...,N], 27)

where R; ;, is a quantitative relation between discrete intervals (t,‘:i);’ilzl and (t,‘fi);‘;l of SMI;, and SMI,,
accordingly.

The interpretation of the multi-image concept defined by the formula (27) enables establishing of temporal
relationships between data sets of different modalities. In turn, this can allow to simplify the formal specification of
a complex data structure for mulsemedia object’s digital twin description.

The visualization of a formal specification based on the modified definition of a multi-image can be
presented as an oriented graph. This specification is further called a temporal specification of a multi-image. The
following example demonstrates how a temporal specification can be defined.

Let the mulsemedia object be a real nature scene where forest fire appears during the process of the forest
massif observation. The observation is carried out by using the following devices: two video cameras, four audio
recorders, a smell detector, and an air motion detector. Later, the data recorded using these devices are used for
creating mulsemedia content (mulsemedia movie) for its reproduction in an educational immersive environment.
According to the proposed approach, the mulsemedia object must be described by a temporal specification with the
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purpose of the creation of such a mulsemedia product — the mulsemedia movie.

Let us specify the following SMIs to be used for the mulsemedia object’s specification: SMI; is the first
video; SM1, is the second video; SM1; is the first audio; SM1, is the second audio; SMI; is the third audio; SM1, is
the forth audio; SMI, is the smell record; and SMIg is the air motion record. Each of these SMIs has its own DI
when the modality data of this SMI is obtained. The modalities timing is shown on Fig. 1.

t} ta,
SMI, %
tf tr,
SMI, >
ti tas
SMI % *
td tr,
SMI, < >
t; ths
SMI- ™
ty .
SMI,
7 el
ny
SMI;
t8 t8
ng
SMlg = =

Fig. 1. The scheme of modalities timing

This scheme of modalities timing allows to calculate the following time values which are necessary for
defining the qualitive relations between the Dls:

wy =ty — b
w, = tf —t5.
wy =tf —t]
w, =ty —th,
ws =t —t}
We = tas — tn,
wy; =t — tf (28)
wg = t2, —to
We = tf — 7
Wi = th, — ta,
Wi = t16 - t12

— +8 7
Wiz = tng - tn7

— +8 5
Wiz = tng - tns

Then the multi-image for the given example can be defined by the temporal specification depicted on
Fig. 2.

The next step is the realization of the obtained temporal specification in a program code. It can be done by
using either a general-purpose programming language, or a domain-specific programming language ASAMPL 2.0
[10]. The advantage of using ASAMPL is that it is optimized for processing specifically temporal multimodal data.
To support further simplification of the realization of the temporal multimodal data processing algorithms for the
development of the mulsemedia software, the proposed quantitative relations need to be implemented in the syntax
of the programming language ASAMPL.
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Fig. 2. The multi-image temporal specification (“Q.” means “Quantitative”)

Conclusions

The research presented in this article enables improving the mathematical apparatus for processing discrete
intervals, which is a development of Allen's interval algebra. Unlike Allen’s intervals, discrete intervals allow to
determine discrete events, which in turn enables using the interval relations defined in the Algebraic System of
Aggregates for the development of software for a mulsemedia object’s digital twin implementation and usage.

The distinguishing feature of the new approach presented in this paper is that two types of relations
between discrete intervals have been introduced; they are qualitative relations and quantitative relations. The
qualitative relations are relations originally defined for discrete intervals in the Algebraic System of Aggregates. The
quantitative relations are introduced in this paper for the first time. These relations enable defining how close or far
the beginning and ending points of two discrete intervals are on the time axis. This allows to simplify the formal
specification of the complex data structure for a mulsemedia object’s digital twin representation based on temporal
multimodal data to be received from a set of sensors which monitor the mulsemedia object.

Further research can be focused on the development of new advanced algorithms for temporal multimodal
data processing as well as it must include the implementation of the quantitative relations in the syntax of the
programming language ASAMPL 2.0.
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AN UNSUPERVISED-SUPERVISED ENSEMBLE TECHNOLOGY WITH NON-
ITERATIVE TRAINING ALGORITHM FOR SMALL BIOMEDICAL DATA
ANALYSIS

Improving the accuracy of intelligent data analysis is an important task in various application areas. Existing machine
learning methods do not always provide a sufficient level of classification accuracy for their use in practice. That is why, in recent
years, hybrid ensemble methods of intellectual data analysis have begun to develop. They are based on the combined use of
clustering and classification procedures. This approach provides an increase in the accuracy of the classifier based on machine
learning due to the expansion of the space of the input data of the task by the results of the clustering.

In this paper, the tasks of modification and improvement of such technology for small data analysis are considered. The
basis of the modification is the use of clustering with output at the first step of the method to increase the accuracy of the entire
technology. Despite the high accuracy of the work, this approach requires a significant expansion of the inputs of the final linear
classifier (labels of the obtained clusters are added to the initial inputs). To avoid this shortcoming, the paper proposes an
improvement based on the introduction of a new classification procedure at the first step of the method and replaces all the initial
inputs of the task with the results of its work. In parallel with it, clustering is performed taking into account the original attribute,
the results of which are added to the output of the classifier of the first step. In this way, the formation of an expanded set of data
of significantly lower dimensfonality in comparison with the existing method takes place (here there is no longer a large number of
Initial features, which is characteristic of biomedical engineering tasks). This reduces the training time of the method and increases
its generalization properties.

Modeling of the method was based on the use of a short dataset contained in an open repository. After the preprocessing
procedures, the dataset has only 294 vectors, each of which was characterized by 18 attributes. Data classification was done using
an SGTM-based neural-like structure classifier. This linear classifier provides high accuracy of work. In addition, it does not provide
for the implementation of an iterative training procedure and additional adjustment of work parameters. Data clustering was
performed using the k-means method. This choice is due to both the simplicity and speed of its work.

The search for the optimal number of k-means clusters was carried out using 4 different methods. They all showed
different results. That is why, some experiments were conducted to assess the influence of different numbers of clusters (from 3 to
7) on the accuracy of all 4 algorithms of the developed technology. The accuracy of the proposed technology has been established
experimentally in comparison with the linear classifier and the existing hybrid method. In addition, by reducing the inputs of the
final classifier, the developed technology reduces the duration of the training procedure compared to the basic method. All this
ensures the possibility of using the proposed technology when solving various applied problems of medical diagnostics, in particular,
based on the analysis of small data.

Keywords: small data approach, non-iterative training, ensemble learning, unsupervised-supervised technology,
biomedical engineering.

IBau [3OHIH

Hamionansawuit yHiBepcuTeT «JIpBiBChKa IO TEXHIKa

AHCAMBJIEBA TEXHOJIOI'TA BE3 BUUTEJISA-3 BUMTEJIEM 3 HEITEPATUBHUM
AJITOPUTMOM HABYAHHA JJIA AHAJII3Y KOPOTKHUX HABOPIB
BIOMEANYHUX JAHUX

17iaBHLYEHHS] TOYHOCTI [HTENEKTYAalIbHOro aHam3y AaHnx € BaX/IMBOK 334a4€E0 B PI3HUX MPUKIEAHNX 06/1acTsX. ICHyroYl
METOAN MAELUMHHOIO HAaBYaHHS HE 3aBXau 3a6e3reyyioTs AOCTaTHIM piBeHb TOYHOCTI Kaacugikauii A5 iX BUKOPUCTAHHS Ha
npakmiyi. Came TOMy, B OCTaHHI POKU 1043/ PO3BUBATUCS TTOPUAHI aHCambrieBi METOAM [HTE/IEKTYa/IbHOro aHasnizy. B ix ocHoBi
[1OK/IBAEHO CYMICHE BUKOPUCTAHHS TPOLELYP KIACTEpU3ALIT Ta Kaacugixkaui. Takmid rigxig 3a6e3neyye MigBuLLeHHs TOYHOCTI
Kacn@ikaropa Ha OCHOBI MALUMHHOIO HaBYaHHS 3a PaXYHOK PO3LUMPEHHS POCTOPY BXIAHUX AaHuX 3a4adli pesysibTatamu poboTty
K/1aCTEPU3ATOPA.

Y yivi poboTi po3rnsaaroTbCs 3aBAAHHS MoANGIKaUii Ta yAOCKOHAIEHHS NOAIGHOI TEXHO/IONT aHa i3y KOpOTKuX JaHuX. B
OCHOBI MOAN@IKaLYi MOK/IaREHO BUKOPUCTAHHS K/1aCTEPU3aLIi 3 BUXOAOM Ha MEPLUIOMY KDOLi METoAy A9 MIABULUEHHS TOYHOCTI
PO6OTH YCbOro METORY. He3Baxartoqm Ha BUCOKY TOYHICTb pOBOTY, Takmii MiAXi4 BUMArae CyTTEBOIrO PO3LUMPEHHS BXOAIB QiHA/IbHOro
JIHIHOro Knacngikatopa (40 roYaTKoBUX BXO4IB AOAAIOTECS MITKM OTPUMAHMUX KIIACTEDIB). 3 METOK YHUKHEHHS LIbOro HEAOJIKY, ¥
CTartTi 3arnporoHOBaHO YAOCKOHA/IEHHS], B OCHOBI SIKOIO IOK/1G4eHO BBEAEHS HOBOI MpoueaypH Kaacu@ikauii Ha nepliomy Kpoui
METOZY Ta BUKOPUCTAHHS PE3YJIbTATIB i pboTH A1 3aMIHU YCIX 1OYaTKOBUX BXOAIB 334a4i. [1apane/ibHO 3 HeKo BUKOHYETLCS
Knacrepusadii 3 BpaxyBaHHsIM BUXIGHOo atpmbyTy, pe3y/ibTaty SKOI JOAAI0TECS 4O BUXOAE KIacu@ikaTtopa nepLIoro KPoKy. Takum
YYHOM BiAGYBETLCS POPMYBAHHS PO3LIMPEHOrO HAOOPY AaHnx CyTTEBO MEHLLOI BUMIPHOCTI B IOPIBHSIHHI i3 ICHyto4MM MeToqom (TyT
BXE HEMAE BE/MKOI KifIbKOCTI 10YaTKOBUX O3HAK, LUO XaPaKTEPHO A/1S 3aAady GioMeanyHoi  HXeHeEDI). Lle 3meHLwye 4ac pobotv
MeTOo4y | 36i7bLUYE Woro reHepasizaliviHi B/1acTuBoCT,

MogesnoBaHHs pobotu MeETody BiAbyBasiocs Ha OCHOBI BUKOPUCTAHHS KODTKOrO Habopy JaHux, SKwi MicTUTCS y
BigKpUTOMY perosuTopii. ITicais npoLeayp nonepeaHbOro OrnpaytoBaHHs, Habip AaHnx HaaidyBas smwe 294 BEKTOpH KOXEH 3 SKuX
xapaxktepusysascs 18 atpubytamu. Knacugikauis AaHnx BiabyBanacs i3 BukopuctarHsM SGTM neural-like structure. Lled riHivimi
Kacugikatop 3a6e3redye BUCOKY TOYHICTb poboTn. OKPIM LibOro BiH HE NMEPEAbaYac BUKOHAHHS ITepaLiviHoi rpoLesypmu HaBYaHHs
73 0A3TKOBOIO Ha/allTyBaHHS apamMeTpiB pobotu. Knactepu3alis Aannx BiA6YBanacs i3 BUKOPUCTaHHIM MeTody k-means. Takmi
BUbIp 06YMOB/IEHO SIK MPOCTOTIO TaK i LUBUAKOLIEID HOro poboTy.

[ToLwyk onTuManbHOI KifIbKOCTI K/1acTeEPIB METOLY Kk-means BiabyBaBCs i3 BUKOPUCTAHHSIM 4 pi3HUX METogiB. YCi BOHU
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TIPOAEMOHCTPYBA/IM PI3HI pe3ysibTat. Came TOoMy, y CTarTi MPOBEJEHO EKCIIEPUMEHTYU LYOAO OLIHKU BI/IMBY PI3HOI KiIbKOCTI
knacrepis (Big 3 40 7) Ha TOYHICTL pobOTH YCiX 4 a/IropuTMIB PO3POBIIEHOI TEXHOJIOTT]. EKCIEPUMEHTA/IbHIM LL/ISIXOM BCTAHOB/IEHO
MTiABHLUEHHS TOYHOCTI pOBOTU 3aIPOrIOHOBAHOI TEXHOJIONT Y MOPIBHSHHI 3 JIHIVHUM KIGCU@IKATOPOM Ta ICHYYMM iGpUaHNM
meToqoM. OKpiM LbOro, 3a paxyHOK 3MEHLLEHHS] BXOAIB QGiHa/IbHOro KAac@ikatopa, po3pobrieHa TEXHO/IONS 3MEHLLYE TPUBA/IICTh
MIPOLIEAYPH HABYAHHS B TOPIBHIHHI 3 6330BMM METOAM. Bce e 3a6e3reqye MOX/IMBICTL BUKOPUCTAHHS 3arpOrIOHOBaHOI TEXHO/IONTT
M1 4ac pO3BA33HHS PIBHOMAHITHUX MPUKIBAHNX 33434 MEANYHOI [IarHOCTUKY, 30KpEMa Ha OCHOBI aHaslisy KOpOTKuX Habopis
A8HNX..

Ktoyosi ¢1oBa: nigxig A0 Manmx AaHux, HEITEPaTUBHE HABYaHHs, aHCamMb/IeBe HaBYaHHS, TEXHOJ/IOrMS 6e3 BYUTE/IH-3
BYNUTE/IEM, OIOMEANYHAE [HKEHEDIS.

Introduction

The topicality of the task of increasing the classification accuracy in the biomedical engineering area is
extremely important due to many factors [1] that affect the quality of diagnosis, prognosis, and treatment of various
diseases.

Correct classification of biomedical data, such as biomarkers or genetic data, can help detect diseases such
as cancer, heart disease, and neurological disorders faster and more accurately [2]. In addition, thanks to accurate
classification, it is possible to develop personalized approaches to treatment. Knowledge about the nature of the
disease at the individual level allows us to choose the optimal methods of treatment and the dose of medicines [3,4].
Here it should be taken into account that incorrect classification can lead to serious consequences for patients.

The high accuracy of classification models based on machine learning helps to reduce the risk of diagnostic
errors and incorrect treatment assignments. In addition, accurate classification models allow rational use of medical
resources, such as the time of medical professionals, equipment, and material resources, reducing the number of
unnecessary diagnostic procedures [5]. However, the effectiveness of machine learning methods largely depends on
the data set for analysis.

Biomedical sets of tabular data have their characteristics due to the specificity of the source and purpose of
these data in biomedical research and medical practice. In particular, they have a multidimensional nature [4]. This
is explained by the need to take into account during the analysis a large number of parameters measured as part of
medical research. Such data may include clinical, laboratory, and other medical parameters that require a specific
understanding of the medical context for effective analysis and interpretation.

Tabular sets of biomedical data can contain different types of features, including both numeric and
categorical features. Effective analysis may require the use of different methods for different types of features [6]. In
addition, such data may be collected from a sample of patients or studies, which may affect their representativeness.

The problem discussed above deepens in the case of the analysis of short biomedical datasets. In particular,
there may be a limited number of examples for each or one of the classes. This leads to insufficient
representativeness of the data, which leads to many problems when building machine learning models, especially for
complex classes. In particular, in the conditions of analysis of a limited amount of data, the risk of overfitting
increases significantly, when the model can correctly generalize to new examples. On the other hand, underfitting
can occur here if the model is not complex enough to solve complex tasks.

Among other problems of classification of short sets of biomedical data using machine learning methods,
the problem of automatic selection/extraction of important features for classification should be highlighted, taking
into account the multidimensionality of such data [7]. Additionally, models trained on short datasets can be more
vulnerable to outliers, noise, and anomalies in the input data. [8].

All this requires specialized approaches, methods, and an understanding of the specifics of the medical
context to achieve reliable and valuable results when analyzing biomedical data sets of small volumes. That is why,
to increase the accuracy of classification in biomedical engineering, new hybrid methods of data analysis are
constantly being developed, which include machine learning, fuzzy logic [9], deep learning [10], kernel methods
[11], and statistical approaches [12].

In particular, in [13] the authors considered a problem of classification using a hybrid, hierarchical
approach. The authors proposed the use of clustering at the first step of the hierarchical method to select clusters in a
given data set. In the second step of the method, the classifier is used within each separate separated cluster. This
approach provides a significant increase in classification accuracy. However, in the case of analyzing short data sets,
the selected clusters may be very small. This will make it impossible to use classifiers based on machine learning

To overcome this limitation, another approach was developed in [14]. The dataset according to [14] is not
divided into clusters here, which is a significant advantage in the case of analysis of short data sets. In this case,
clustering is also performed, but its results are used to expand the space of the input data of the problem by the
observation belonging to each of the selected clusters.

This approach provides the possibility of intellectual analysis of small volumes of data, and significantly
increases the accuracy of classification. However, it also expands the already multidimensional feature space of each
vector in a biomedical dataset. This causes several problems when analyzing short sets of biomedical data using
machine learning tools.

That is why this paper aims to improve the unsupervised-supervised classification technology for the case
of the analysis of multidimensional short sets of biomedical data.

The main contribution of this paper can be summarized as follow:
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1. The two-step method of intelligent data analysis [14] was modified by performing a data clustering
procedure taking into account the original attribute, which allowed to increase the accuracy of
classification in the field of biomedical engineering;

2. The two-step classification method has been improved due to the parallel execution of the data
classification and data clustering procedures in the first step of the method, taking into account the
original attribute, and the formation of a new dataset of significantly reduced size from their output
signals for training the final classifier. This provides a significant reduction in the duration of the
training procedure of a non-iterative classifier while increasing the accuracy of its work in the case of
analysis of short sets of biomedical data.

Materials and methods
This paper is devoted to the development of unsupervised-supervised ensemble technology for data
classification in medicine. It is based on several modifications and improvements of the hybrid method of data
classification based on the consistent use of clustering and classification to improve the accuracy of the latter.
Let us consider the adaptation (Basic method, algorithm 1) and modification (Basic method, algorithm 2) of
the method from [14] to increase the accuracy of solving classification problems.
Let a training sample of medical data be given in the form of a set of vectors of the form x,,X,,....X, > Y.
The task consists in assigning an observation with an unknown output to one of the K known classes
So, the main steps of the Basic method’s (algorithm 1) training
procedure are as follows:
1. We perform clustering of the training data sample using the selected method for selection C clusters.
For this, we use vectors of the form X, X,,...., X, . It should be noted that unlike [14], the next condition
must be met here: C> K.
2. We calculate the centers for each of the found clusters C: x/,X;,..., X;

3. We form a new, expanded training dataset by adding to each observation the labels, belonging to each
of the obtained clusters m,,1=1..C. As a result, we obtained new vectors in the form

Xis Xgyeens X My, ..., M. — y . 1t should be noted that in the case when the current vector belongs to a
cluster I, 1=1,..C, then m, =1. In all other cases m, =0.

4.  We train the final classifier on extended vectors of the species X, X,,....,X
selected machine learning method.

m,...,m, =y using the

n?

The procedure for applying the Basic method (algorithm 1) requires the following steps:
1.  We assign the current vector of the test sample u,u,,....,u, with an unknown output to one of the

defined clusters C . To do this, we calculate the Euclidean distance between the current vector and
each of the cluster centers found in step 2 of the training procedure. The smallest value of the
Euclidean distance will determine whether the observation belongs to the corresponding cluster.

2. We form a new, expanded data vector by adding the membership labels of each of the obtained
clusters to the current vector u,,u,,....,u,,m,...,m..

- U,

3. We apply the final classifier to the formed vectors u,,u,,....,u,,m,....m. using the selected machine
learning method for searching y "™-"*

The madification of the basic method (algorithm 2) consists in using the data clustering procedure taking
into account the initial value. In this case, we enter the initial value known for the training sample as an additional
feature and perform step 2 of the training procedure of the previous method.

In the case of solving a classification task, the output value is the class to which the observation belongs.
Therefore, each input vector of the training sample is expanded by a set of observation membership labels
m,,q=1...K to each of the classes K defined by the stated task (m, =1, if the vector belongs to g -th class, and

m, =0 in all other cases). Thus, clustering according to algorithm 2 will be performed on the vectors of the training
set of the species X, X,,...., X,;M,,...,M, .

The application procedure of the basic method (algorithm 2) corresponds to the application procedure
according to algorithm 1. It should be noted that the first step of the application procedure of algorithm 1 will be
performed for cluster centers u;,u;,...,u; , without use m,,...,m, .

Uy

The advantage of using clustering with output is the possibility of increasing the accuracy of this procedure,
in particular with linear methods of machine learning, and, as a result, increasing the accuracy of the entire method.
From a theoretical point of view, this effect can be explained by Cover's theorem [15]. However, the main drawback
of both algorithms is a significant increase in the number of features of each data vector, which depends on the
optimal number of clusters of the training sample. In addition, biomedical datasets are characterized by a large
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number of independent attributes that must be considered during analysis. All this together will increase the training
time of the selected classifier. In addition, this approach can be accompanied by a deterioration of the generalization
properties of the classifier and even cause overfitting.

To avoid such shortcomings, this paper also proposes a technology for improving the basic method (both
algorithms). It is based on the need to reduce the dimensionality of the space of extended vectors while ensuring
high classification accuracy. For this, at the first step of the method, an additional classification procedure is
introduced, the results of which will replace all the initial independent attributes of the initial dataset. In parallel with
it, clustering will be performed, the results of which will expand each vector as in the basic method. Thus, the final
classifier of the second step of the technology will receive a significantly smaller number of inputs, which will
reduce the duration of the training procedure.

Let's take a closer look at the main steps of the Proposed technology (algorithm 3).

1. We train the linear classifier on the vectors x,,X,,.... X, =Y.

@

2. We apply the training data sample to the previously trained classifier to obtain y**" for each data

vector.

3. We perform clustering of the training data sample using the selected method for selection C clusters.
For this, we use vectors of the form x,,X,,...., X, . It should be noted that unlike [14], the next condition
must be met here: C> K.

5. We calculate the centers for each of the found clusters C: x/,X;,..., X;

4.  We form a new, expanded training dataset, replacing all initial independent attributes with new ones.
This happens by adding to y"re‘jm labels belonging to each of the obtained clusters m,,I =1,..C. As a
result, we will receive a new training data set for the final classifier in the form of a set of vectors in
the form y’”e“m ,m,,...,m. — y . It should be noted that in the case when the current vector belongs to a
cluster I, 1 =1,..C, then m, =1. In all other cases m, =0.

5.  We train the final classifier on extended vectors y"’e“(l'

using the selected method of machine learning.
The structural diagram of the developed technology is shown in Fig. 1.

,m,,...,m. using the selected machine learning

Xgs Xgyeees X, y
Xgs Xgyeees X,
- > Linear yrre’
_ SGTM neural-like
structure 1
y
Linear yfinalipred
marker of cluster | SCTM neural-like
structure 2
Xi X ey X, My Me
k-means clustering
»  with/without outputs >
————————————————— ] »>

marker of classes
m,...,My

Fig. 1. Flow-chart of the improved unsupervised-supervised technology with non-iterative training algorithms

The application procedure of the Proposed technology (algorithm 3) requires the following steps.
1. We apply the current vector of the test sample to the previously trained first classifier. We get the

predicted value y*-"="
2. We find the membership of the current vector of the test sample u,,u,,....,u, with an unknown output
to one of the defined clusters. To do this, we calculate the Euclidean distance between the current
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vector and each of the cluster centers found in step 2 of the training procedure. The smallest value of
the Euclidean distance will determine whether the observation belongs to the corresponding cluster.
3. We form a new, expanded data vector by adding labels of belonging to each of the obtained clusters to

. @) @)
the corresponding y'-"*" . As a result, we get y*-"*",m,,...,m..

(0]

4. We apply the final classifier to the formed vectors y“-"**",m,,...,m. — y using the selected machine

learning method for searching y ™™'-"

An obvious advantage of the proposed technology would be a significant reduction of inputs for the final
classifier. This will ensure the possibility of using the proposed technology for the analysis of short datasets in the
tasks of medical diagnostics. However, to increase the accuracy of the technology, this article proposed the
Proposed technology (algorithm 4). It consists in performing the clustering procedure with output, with identical
steps as in the basic method (algorithm 4).

Modeling, results, and comparison.

Both methods and their algorithms were modeled using a short set of medical data. An applied binary
classification task, considered in this paper is to predict a heart attack based on 14 input attributes of a short dataset.
The dataset is contained in an open repository [16].

The selected dataset contains a considerable number of gaps and categorical variables. In addition, the
authors of the dataset did not specify which attributes are the most important. That is why the author carried out
preliminary processing of the data, which consisted of:

- Removal of columns that contained a large number of omissions;

- Filling of missing values with average values for some observations;

- Conversion of categorical features into numerical ones;

- Performance of feature selection technique to select the most significant features for analysis.

After performing all the above procedures, the dataset contained 18 features and 294 observations. It was
randomly divided into training and test samples in the ratio of 80% to 20%, respectively.

Data classification in this paper was done using SGTM neural-like structure. This linear classifier ensures
high accuracy of work. In addition, it does not provide for the implementation of an iterative training procedure and
additional adjustment of work parameters. Details of learning algorithms and the application of this classifier can be
found in [17,18]. Data clustering was done using the k-means method. This choice is due to both the simplicity and
speed of its work.

0,940
0,920
0,900
.. 0880
g
g 0,860
= 0,840
o
T 0820
0,800
0,780
0,760 -
Linear SGTM . . Proposed Proposed
- Basic method - Basic method -
neural-like alqorithm 1 alqorithm 2 technology - technology -
sctructure 9 9 algorithm 3 algorithm 4
m 3 clusters 0,831 0,847 0,847 0,847 0,847
u 4 clusters 0,831 0,864 0,898 0,847 0,898
5 clusters 0,831 0,847 0,864 0,847 0,864
6 clusters 0,831 0,881 0,915 0,847 0,881
u 7 clusters 0,831 0,864 0,831 0,847 0,932

Fig. 2. Comparison of the classification accuracy for all investigated methods using different numbers of clusters

The search for the optimal number of k-means clusters was carried out using 4 different methods. They all
showed different results. That is why, in this paper, experiments were conducted on the assessment of the effect of
different numbers of clusters (from 3 to 7) on the accuracy of all 4 algorithms of the developed technology.
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Fig. 2 shows the total accuracy indicator for all investigated methods (Linear SGTM-based classifier and 4
algorithms developed in this paper) when using different numbers of clusters.
From the results presented in Fig. 2 the following conclusions can be drawn:

Linear SGTM-based classifiers provide fairly high accuracy when analyzing a short dataset;

The adapted method (algorithm 1) demonstrates an increase in the accuracy in comparison with the
Linear SGTM-based classifier using any of the studied numbers of clusters;

The use of clustering with output (algorithm 2) provides both a significant increase in the accuracy of
work in particular in comparison with algorithm 1 and a slight deterioration. It depends on the number
of clusters of the clustering procedure;

The proposed technology (algorithm 3) increased the accuracy of the Linear SGTM-based classifier.
However, the number of clusters here did not affect the change in this indicator’s value;

The use of the proposed technology (algorithm 4), which uses clustering with output, increased the
accuracy of all previous methods. It should be noted that this improvement is characteristic of all
values of the clusters studied in the paper;

The highest classification accuracy was obtained using the proposed technology (algorithm 4) for
seven clusters. In particular, it was possible to obtain a 10.1 higher accuracy compared to the Linear
SGTM-based classifier.

In addition to the accuracy of work, an important indicator of the effectiveness of all studied algorithms is
their training time. Since the training procedures of all four algorithms differ slightly, their training time was
calculated as the duration for the final linear classifier at the second step of all methods.

Fig. 3 summarizes the results of this experiment.

I 0,015
0,011

Proposed technology - algorithm 4 0,010

0,010
[ 0,008

I 0,013

0,010
Proposed technology - algorithm 3 0,009
0,008
. 0,006
0,036
) ] 0,030
Basic method - algorithm 2 0,026

0,025
I 0,025
I 0,031
0,027
Basic method - algorithm 1 0,026
0,026
I 0,024

Linear SGTM neural-like sctructure

— 0,020
0,000 0,005 0,010 0,015 0,020 0,025 0,030 0,035 0,040

m 7 clusters 6 clusters 5 clusters 4 clusters  ® 3 clusters

Fig. 3. Comparison of the training time (in seconds) for all investigated methods using different numbers of clusters

From the results presented in Fig. 3 the following conclusions can be drawn:

Linear SGTM-based classifier provides the highest speed during the analysis of the studied short
dataset;

The adapted method (algorithm 1) demonstrates an increase in the duration of training time, in
particular, when the number of clusters of this method increases;

The use of clustering with output (algorithm 2) is accompanied by a slight increase in the training time
of the method in comparison with algorithm 1;

The proposed technology (algorithm 3) significantly reduced the duration of training time both in
comparison with algorithm 1 and algorithm 1. This is explained by a significant reduction in the
number of features used for analysis;

The use of the proposed technology (algorithm 4), which applies clustering with output, does not
significantly increase the duration of the training procedure compared to algorithm 3.

If we summarize the results presented in both figures, it should be noted that the developed technology
(algorithm 4) demonstrated more than 10% higher classification accuracy with an insignificant increase in the
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duration of the training procedure, compared to the basic linear classifier. All this provides several advantages for
the use of the proposed technology when solving various applied tasks of medical diagnostics, in particular, based
on the analysis of small data.

Conclusions

The modern development of the field of biomedical engineering is characterized by the appearance of an
increasing number of tasks, including the processing of tabular datasets, with a limited amount of data for the
implementation of training procedures by artificial intelligence tools. This imposes several limitations on the
application of existing machine learning tools. The problem is deepened by the fact that this area is characterized by
the presence of a large number of independent variables necessary for analysis.

To analyze short datasets of large dimensions, the paper proposes a hybrid technology of the combined use
of clustering and classification. The author considers modified and improved algorithms that demonstrate a
significant increase in classification accuracy during expert diagnostics.

The simulation was carried out on a real dataset to solve the binary classification task. Experimentally, it
was established that the improved technology demonstrated more than 10% higher classification accuracy with an
insignificant increase in the duration of the training procedure, compared to the basic linear classifier. Summarizing
the advantages of improved technology, the following should be highlighted. It provides:

— a significant reduction of the space of input data for the classifier in comparison with the basic
method of classification for tabular datasets [14];

— reducing the computational complexity of the improved method due to a significant reduction in
the space of input data for further analysis by the selected classifier based on machine learning;

— a significant increase in the accuracy of solving the classification tasks in comparison with the
existing method from [1];

— the possibility of processing data of small volumes with a large number of input attributes;

— the possibility of processing tabular datasets with a critically small number of observations in
comparison with the hierarchical classifier from [13];

— the possibility of effective processing of datasets of large volumes due to an insignificant increase
in the space of the input data of the task, but with a significant increase in the accuracy of the work of this approach;

— the possibility of building different combinations of clustering-classification methods depending
on the research area, the task, and the volume and specificity of the available dataset.

All this ensures the possibility of using the proposed technology when solving various applied problems of
medical diagnostics, in particular, based on the analysis of short data sets
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STUDY ON THE BASIS OF COMPUTER MODEL OF STEEL HEATING PROCESS IN
ORDER TO REDUCE RESOURCE COSTS

Steel s one of the most important materials in the modern world, used in various industries and construction. Steel
production starts with heating steel melt in steel ladles, the equipment used in the steel industry to produce varfous types of steel.
The ladle plays a key role in this process, as it is the place where the steel melt is heated. The search for rational technological
layouts that ensure the economical use of material and energy resources in the manufacture of high-quality steel products is an
urgent scientific and technical challenge facing the engineering staff of steelmaking and high-quality competitive steel products.
Random increases and decreases in steel temperature can lead to deterioration in steel quality, accelerated erosion of refractory
materials, and increased energy consumption. Steel heat losses depend on the ladle’s thermal state, thermal and physical properties
of the steel, and slag. The thermal state and thermal properties of molten steel and slag need to be quantified to better control the
production process, the final steel composition, and the desired pouring temperature.

The experimental results, their analysis and systematization are presented. It is concluded that the most suitable
materials for the melt heating process are ladles with the smallest geometric parameters together with RESISTAL B80 lining. In
turn, the largest ladle during the experiments produces in most cases the highest resource costs with a steel casing — 498-1972
UAH and 0.18-0.74 MJ. In some results, comparing the steel casing with RESISTAL B80, the resource costs make up a slight
difference — 3-7 UAH. and 0.001-0.003 MJ, and in others — 24-704 UAH and 0.009-0.266 MJ. At the same time, the bucket with
medium geometric dimensions shows average indicators of resource costs — 423-1255 UAH and 0.16-0.47 MJ.

Software for modeling an industrial process has been developed that allows conducting numerical experiments for a
particular steel melt with different input parameters to determine their impact on resource consumption. Saving the results of the
experiments, it is possible to analyze the impact of input parameters on a particular melt and make the right decisions for further
experiments.

Keywords: computational fluid dynamics, melt, cost reduction, steel ladle.

Makcum XPOMYEHKOB, Kupuno KPACHIKOB

JIHIIPOBCHKHIA epKaBHII TeXHIYHHI YHIBEPCHTET

JTOCJIIIXKEHHSA HA OCHOBI KOMIT'IOTEPHOI MOJIEJII ITPOILIECY
HAT'PIBAHHS CTAJII 3 METOIO BMEHIIEHHSA BUTPAT PECYPCIB

Crasib — OaMH 3 HaVIBaXIIMBILLMX MATEPIA/IIB Y CyYacHOMY CBITi, K BUKODUCTOBYETBCS B PISHUX [a/ly35X MPOMUC/IOBOCTI
78 6yAIBHULTBI. BUPOOHULTBO CTa/li MOYUHAETLCS 3 HArpIBaHHs METaaeBoro po3raasy B CT/IEPO3/IMBHUX KOBLUAGX — OB/IBLAHAHHI,
LJO BUKOPUCTOBYETLCS B METATYPIIVIHIV [POMUC/IOBOCTI 4/151 BUPOBHMLTBA Pi3HMX BUAIB CTa/Il. KOBLL BIAIrpae Kito4YoBy posib y LibOMY
MIPOLECI, OCKI/IbKU Came B HbOMY BIAOYBAETLCS HArPIBaHHA METANIEBOro po3iiasy. [MoLyK paLioHasIbHUX TEXHOIOMYHUX CXEM, O
3a6€e3r1e4yoTb EKOHOMHE BUKOPHCTaHHS Matepia/ibHuX | eHEPreTUYHUX PECYPCIB rpy BUPOOHNLITBI BUCOKOSIKICHOI META/I0NPOAYKLI,
€ aKTya/IbHUM HAYKOBO-TEXHIYHNM 3aBAGHHAM, O CTOITb [1EPEA [HXEHEPHO-TEXHIYHUM [IEPCOHA/IOM  CTa/1eM1/1aBU/IbHOMO
BUPOOHNLTBA | SIKICHOI KOHKYPEHTOCIPOMOXHOI META/I0NPOAYKUIT. BUNaAKoBI MiABHLYEHHS | 3HYKEHHST TEMNIEPATYPU CTasli MOXYTb
1IpN3BECTY O TOrPLIEHHS SIKOCTI CTasl], MPUCKOPEHOI EPO3ii BOTHETPUBKUX MATEPIA/IB I MIABULLEHNX EHEProBUTPAT. Teriosl BTpatun
CTa/li 3anexXars Bif TEMIOBOro CTaHy KOBLIA, TErVIOQI3UYHNX BIACTUBOCTEH META/IEBOro PO3N/iaBy Ta L/aKy. TerioBu CTaH |
TENI0G3NYHI BIIACTUBOCTI PO3/IAB/IEHOI CTa/I Ta LLU/IGKY HEOOXIAHO BU3HAYaTH KifIbKICHO, 1406 KDALYE KOHTPOIIIOBATY BUPOOHUYMI
npoyec, KiHueBmi ckiag po3niaBy | 6axaHy TeMreparypy PO3/IMBaHHS.

[IpescraBrieHo pe3ysibTaTv EKCIIEPUMEHTIB, iX aHasli3 Ta cucTeMaTU3aLis. 3po6/IeHO BUCHOBOK, LYO HAHOIIbLL rpHuaaTHUMM
marepianamu 15 MPOLECY HArpiBy pPO3iiaBy € KOBLI 3 HaUMEHLLIMMU FEOMETPUYHIMM NNapaMeETPamMu B TOEAHAHHI 3 @ByTEPOBKOKO
RESISTAL B80. Y cBoto Yepry, HavbibLLmil KiBLU 114 YaC eKCIIEPUMEHTIB AAE B GIIbLLIOCTI BUMAAKIB HaHOIIbLLI PECYDCHI BUTPaTH 3i
CTaneBo 060/10HKOW - 498-1972 rpH i 0,18-0,74 M. B ogHux pesysibTatax, rnopiBHowum cranesmi koxyx 3 RESISTAL B8O,
PECYPCHI BUTPaTH CKIIBAAIOTL HE3HAYHY Pi3HULO - 3-7 rpH. [ 0,001-0,003 Mk, a B iHwmx - 24-704 rpH. i 0,009-0,266 M/x. [lpu
LbOMY KiBLL [3 CEPEAHIMN FEOMETPUYHUMU POIMIPaMU AEMOHCTPYE CEPEAHI MOKA3HUKN PECYPCHUX BUTPAT - 423-1255 rpH 1a 0,16~
0,47 Mfx.

Po3pobrieHo rporpamHe 3abe3reqyeqHHs A4/15 MOAE/IIOBAHHS POMUCIIOBOIO MPOLECY, WO AO3BOJISE POBOANTH YNCESbHI
EKCIIEPUMEHTU V151 KOHKPETHOI /18BKU CTasli 3 PI3HUMU BXIGHUMY TEPAMETPaMU [/15 BUSHAYEHHS IX BI/IMBY HA BUTPATH PECYDCIB.
36epiratoun pesysibTati EKCIEPUMEHTIB, MOXHA aHa/li3yBatv BII/MB BXIAHUX 8PAMETPIB HA KOHKPETHY M1aBKy [ rpmwimary
11PaBu/IbHI PILIEHHS LUT51 [TOAATTbLLINX EKCIIEPUMEHTIB.

KImt040BI C/10Ba: KOMITIOTEPHE MOLE/IOBAHHS], PO3I1/13B, 3MEHLLEHHS] BUTPAT, CTA/IEPO3/INBHIN KOBLL

Introduction
Reducing resource costs at steelmaking companies is a crucial task. Production efficiency and cost
management play a key role in ensuring the competitiveness of enterprises engaged in industrial processes. To
achieve these goals, it is important to analyze and optimize various aspects of production processes, such as
temperature control, heat loss, and energy management. These measures can improve product quality and help
reduce resource costs.
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Related works

Most of the solutions found in the literature refer to three stages of the steel production process: melting in
arc furnaces [1], refining [2] and continuous casting [3]. On the other hand, the analysis of heat losses in ladles is
mainly considered from the point of view of their design.

Such a model was presented in work [4], where the optimal parameters of bucket lining were determined
with minimal energy consumption. The model describes the heat exchange of molten steel during ladle
transportation between stations. The ladle of the refining unit can determine the temperature of the molten steel
under various production parameters, such as the steel grade and the weight of the molten steel. Predicting the
temperature at which the ladle arrives at the continuous steel casting station (CSST) is important to plan for
overheating during casting and to ensure sufficient time for the ladle to leave the steel casting station at the steel
plant.

One of the main approaches used to calculate the required amount of electricity consumed by industrial
equipment of metallurgical enterprises is the approach based on the use of regression dependencies of electricity
consumption on important factors of the production process. The solution to the problem of electricity consumption
based on the forecasting of electricity based on multivariate regression and correlation analyses was also carried out
in [5-6].

In [7] emphasizes that the most energy-intensive steelmaking process using electric arc furnaces (EAFs) is
subject to automation limitations and decisions related to furnace loading volume, while operators typically make
decisions about electrode placement time. The authors proposed a recommendation system based on an
economically optimal operating model to support the operator's real-time decision-making for an economically
optimal process.

Purpose

A mathematical modeling method was used to predict the thermal state of the liquid metal in the ladle. The
calculations took into account the geometric parameters of the steel ladle, thermal properties of the steel melt, slag
and lining. For the purpose of this study, the ladle is an open container that receives the molten steel and some slag.
In the ladle, 3 graphite electrodes are placed, which are designed to supply electric current to the melt to heat it. The
total power of these electrodes is 25000000 W. There are assumptions for mathematical model:

1) View of a steel ladle in the form of a cylinder (Fig. 1).

2) Geometric properties of a steel ladle, which are presented in table 1.

3) Thermal properties of steel melt, slag and lining, which are presented in tables 2-4.

Fig.1. Simplified scheme of a steel ladle
1 - graphite electrodes, 2 - lining, 3 - slag, 4 - liquid metal (melt), 5 - electric current

Table 1
Geometric dimensions of the steel ladle
Ladle number, Ne Capacity, t Height, mm Average diameter, mm
1 50 2800 2480
2 100 3450 3175
3 250 4350 3885
4 480 5660 4977
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Table 2
Thermal properties of melts
Steel melt Thermal conductivity, Heat capacity, . 3 Temperature, K
W /(m-K) Joule/(kg - K) Density, kg/m
Iron 50 85 7000 1815,5
Structural steel 30 500 7000 1998,15
Carbon steel 35 550 7500 1723,15
High strength cast iron 40 650 7900 1673,15
Gray cast iron 25 500 6950 1533,15
White cast iron 40 550 7100 1482,15
Table 3
Thermal properties of slag
Material Thermal conductivity, Heat capacity, . 3 Temperature, K
W /(m- K) Joule/(kg - K) Density, kg/m
Slag 1,8 1 2675 1473,15

Table 4
Thermal properties of lining

Lining Thermal conductivity, Heat capacity, . s Temperature, K
W /(m-K) Joule/(kg - K) Density, kg/m
1,8 1212 7000 1815,5
RESISTAL B80 1,8 1342 2750 1873, 15
2 1070 2200 673,15
Steel casing 42 430 7730 673,15

The heat conduction equation was used to model the process of heating the steel melt and the change in the
temperature of the materials over time:

7:77_i(u4_\/4) (1)

where % — rate of change of melt temperature over time; k — coefficient of thermal conductivity of the

melt; cp — specific heat capacity of the melt; d 25 1dx? — dispersion of the melt temperature along the x coordinate;
u — heat transfer coefficient, which characterizes the amount of heat radiated from a unit of material surface per

unit of time; u? — fourth degree of the melt temperature function; v* _ the fourth degree function of ambient
temperature.

Emissivity is the degree of an object’s ability to absorb and emit energy, i.e. how well the body emits and
absorbs energy. In this study, we chose this coefficient of 0.3, and its consideration gives a more accurate result and
optimization of resource costs.

The Stefen-Boltzmann constant (law, proportionality coefficient) associated with the blackness coefficient
was also taken into account in the thermal process:

Vatt

_ -8
0=56-10 'mZ-TA'

@

To calculate the flows between two points in the system (upstream and downstream), taking into account
temperature differences, distance, and thermal conductivity, the Fourier's law (heat conduction) was used. Since the
system used layers of air, slag, molten steel, and lining, this law was used to calculate the heat flow between
adjacent layers:

q=-kvT ©)

where g — heat flux; k — thermal conductivity coefficient; VT — temperature gradient (temperature
difference in space).

In addition, the volume of steel melt in the ladle (75%) was taken into account for all experiments. This
made it possible to take into account the volume of liquid steel to heat it, which affected the thermal state and
temperature gradient. The area of the bottom and side walls of the ladle was also calculated. In this case, the heat
flow calculations are determined in relation to these geometric parameters.
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Based on this mathematical model, software was developed to perform numerical studies and analyze the
melt heating process with various parameters and their combinations. The main task of this software is to analyze
and search for parameters that meet the requirements of the industrial process to reduce resource consumption.

The program has a user-friendly interface through which the user explores the industrial process to find and
analyze parameters for certain conditions in order to reduce resource costs. To start the study, the user must select a
specific ladle, metal melt, slag and enter such input parameters as: process duration, initial temperature of melt, slag
and lining, temperature above slag, room temperature, temperature of electrodes on and off.

After the experiment, the user can save it to the database for further analysis and compare it with others to
find the optimal melt heating option. The results obtained can be useful and used for further research on this topic.

During the experiment, the graph displays changes in the temperature of the materials in real time, which
makes it possible to study and analyze thermal processes and their dynamics during the experiment.

The C# programming language was chosen to create the software, SQL Server was chosen to store and
manage data, and the SQL Server Management Studio (SSMS) environment was chosen as the interface for
managing and creating queries. A logical model of the data base is presented in figure 2.

To display the modeling results, we used the chart component, a control for building various types of
graphs and charts.

The graphical user interface was developed using Windows Forms technology, which is part of the
Microsoft .NET Framework platform, which has a large set of controls, convenient and wide functionality that
allows you to quickly and easily create an attractive and functional user interface.

Results Parameters
? id_res ® id_param
id_mat id_mat
id_linig thermal_conductivity
id_slag density
id_ladle heat_capacity
experiment_date temp
Ladles duration_proc
® id_ladle starting_temperature_on_electrod j
number final_temperature_off_electrod
capacity (D=0 maximum_lining_temperature Materials
high minimum_melt_temperature ——m § id_mat
average diameter maximum_melt_temperature — kind
maximum_slag_temperature ’ name
wasted_money
wasted_energy
primary_temp_slag_and_melt
primary_temp_lining
air_temp
temp_above_slag
id_param

Fig. 2. Logical model of the database

Results

To conduct experiments on the process of heating the steel melt, the heat conduction equation was chosen
as the basis for the experiments. During the experiments, the data given in the tables 1-4 and the input data such as:
process duration, initial temperature of melt, slag and lining, temperature above slag, room temperature, temperature
of electrodes on and off. During the experiments, 100 results were obtained. The duration of each experiment was
10 minutes

Based on the results of the iron melt, we can conclude that the optimal parameters for its heating in terms of
resource costs are the following: ladle Ne 2, RESISTAL B8O lining, electrode exclusion temperature — 1815 and
1830, K; initial melt and slag temperature — 1820, K. In the course of this, 0.16 MJ and 423 UAH were spent. The
result of this experiment is shown in figure 2.

The most costly result of heating an iron melt, the graph of which is shown in figure 3, is the following
experiment with the following parameters: ladle Ne 4, steel casing, electrode shutdown temperature — 1812 and
1820, K; initial melt and slag temperature — 1815, K As a result, 0.232 MJ and 612 UAH were spent. The result of
this experiment is shown in figure 3.

These results show that in most cases, the materials that have a more costly impact on resource costs are
bucket No. 4, which has the highest geometric properties throughout the study, together with the steel casing. In
turn, buckets No. 1 and 2, which have the smallest dimensions and are lined with RESISTAL B80, show more
favorable results.
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Fig. 3. Chart of experiment with the most energy-efficient consumption of resources for melting iron
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Fig. 4. Chart of the experiment with the largest resource costs for melting iron

Conclusions

The experimental results, their analysis and systematization are presented. It is concluded that the most
suitable materials for the melt heating process are ladles with the smallest geometric parameters together with
RESISTAL B80 lining. In turn, the largest ladle during the experiments produces in most cases the highest resource
costs with a steel casing — 498-1972 UAH and 0.18-0.74 MJ. In some results, comparing the steel casing with
RESISTAL B80, the resource costs make up a slight difference — 3-7 UAH. and 0.001-0.003 MJ, and in others — 24-
704 UAH and 0.009-0.266 MJ. At the same time, the bucket with medium geometric dimensions shows average
indicators of resource costs — 423-1255 UAH and 0.16-0.47 MJ.

Software for modeling an industrial process has been developed that allows conducting numerical
experiments for a particular steel melt with different input parameters to determine their impact on resource
consumption. Saving the results of the experiments, it is possible to analyze the impact of input parameters on a
particular melt and make the right decisions for further experiments.
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MULTI-CRITERIA ASSESSMENT OF THE CORRECTNESS OF DECISION-MAKING
IN INFORMATION SECURITY TASKS

Theoretical optimization models assume the presence of a single criterion. Therefore, the solution of the problem by the
method of vector (multi-criteria) optimization is of particular interest in the problems of cybersecurity and information security.
Especially when it is necessary to evaluate the correctness of the made decisions (CMD). In the paper this problem is solved so that
it can be asserted that the decision was made correctly in this particular case when solving a problem while ensuring the
information security of a particular object. The problems of developing and using means of protection against "weapons of mass
destruction" - information weapons, which are widely used in modern conditions, are becoming relevant, Understanding and
analyzing the negative consequences associated with the vulnerability of computer equipment and various information technologies,
the problem arises of the need to carry out work to ensure information and cyber security. It is necessary to conduct research and
work in many areas - from the development of the theoretical foundations of the information content of computer systems to the
development of domestic programs and hardware for technical protection. The solution of these problems may have specific
features for individual computer equipment, for automated systems, for local and distributed computing networks, and especially
for the Internet. The implementation of models is possible only in the form of a complex of software and hardware based on
computer technology with the obligatory use of digital maps of the area. It is necessary to take into account the usefulness of the
decisfons made. The decision-making problem often encounters a situation, and in our case it is very often when there are several
criteria for evaluating a decision. This is due to the multipurpose nature of the situation.
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Bonogumup XOPOILKO

HauionansHuii aBiauiitHuii yHiBepcUTET

Muxkona BPAMJIOBCHKUIN

KuiBcpkuit HanioHansHUH yHiBepcutet iM. Tapaca IlleBuenka

Mapis KAITYCTSH

XMeJNbHUIBKUH HalliOHAIBHUH YHIBEPCUTET

BAATOKPUTEPIAJIbHA OHIHKA ITPABAJIBHOCTI NPUMAHSATHUX PIIIEHD ¥
SAJAYAX IHOOPMANINHOI BE3IIEKH

TeoperuyqHi Moges onTumizadii MpuycKkaroTe HasiBHICTb EAUHOr0 KPUTEDItO. TOMy pPO3BS3aHHS 3a4aqvl METOJOM BEKTOPHOI
(6aratokpuTepia/ibHoI) OnTUMI3aLli CTAHOBUTBL OCOBTIMBUY IHTEPEC ¥ 3aAaqax Kibepoesrneku 1a iH@opmaLiviHoi 6esnexn. Ocobmso,
KO/ HEOBXIAHO OLIIHUTY MPaBU/IbHICTb MPMUHATUX piteHs (TITP). Y poboTi gaHa 3agadva po3BS3aHa TakuM YMHOM, IO MOXHAE
CTBEDAXYBATH, LYO B AAHOMY KOHKPETHOMY BUMAAKY 6Y/10 MPUIHSTO MPaBu/IbHE DILLIEHHS Py PO3BA3aHHI 3a4a4i rpy 3a6e3reyeHH|
IHGOPMALIIVIHOI 6e3r1eKkN KOHKPETHOrO OB'€KTA. AKTYasIbHUMU CTEOTH IIPOGEMU PO3POBKU Ta BUKOPUCTAHHS 3ac06iB 3axucTy B4
«36pOi MacoBOro ypaxeHHs» — IHQOPMaLiViHOI 36poi, SKa LUMPOKO BUKODUCTOBYETLCS B CyYacHuX yMoOBax. PosyMitouy T1a
aHa3yOYM HEratuBHi Hacgky, MoBA3aHi 3 ypas/mBICTIO KOMITIOTEPHOI TEXHIKU Ta PI3HUX IHPOPMALIIVIHUX TEXHO/IONY, MOCTae
pobriemMa HEOBXIAHOCTI MPOBEAEHHS POBIT [3 3a6E3MEYEHHS IHGOPMALIVIHOI Ta KIGEDHETUYHOI 6e3reKkn. HeobXiaHO npoBoanTv1
AOCIKEHHS | payroBaty 3a 6aratbMa HarpsMKamu - Bif pPO3POOKH TEOPETUYHUX OCHOB I[HOOPMALIVIHOrO HAMOBHEHHS
KOMITIOTEDHUX CUCTEM [O PO3POOKU BITYUIHSIHUX MPOrPaMHO-anaparHnx 3aco6iB TEXHIYHOIO 3axucTy. PILIEHHST LUMX 33BAAHb MOXeE
mMarmv  0cob/mMBOCTI 151 [HAMBIAYAIbHOrO  KOMITIOTEPHOrO O6/1aAHAHHS, A1 aBTOMAaTtU30BaHnx CUCTEM, AJ1S JIOKa/IbHUX |
PO3II0LINEHNX OBYUCTIIOBASIBHUX MEPEX | 0COBIMBO 4715 IHTEPHETY. Pearizalis Moeser MOX/mBE JIMLIE Y BUITISAI KOMITIEKCY
1IPOrPaMHO-TEXHIYHNX 33C00IB Ha 6a3i KOMITIOTEPHOI TEXHIKM 3 0O0BA3KOBUM BUKODUCTAHHIM UNGPOBUX KapT MICLEBOCTI,
HeobxiaHOo BPaxoByBaT KOPHUCHICTb MPMVIHATUX PiLleHb. [pobriema rnpmiHSTTS PILIEHHS YaCTO CTUKAETLCS 3 CUTYALIEND, @ B HALLIOMY
BUNaAKY AyXKe 4acto, KO/ € Kifibka KpUTEDIIB OLIIHKM PILLEHHS. L{e noB'S3aH0o 3 6aratoLli/ibOB1M XapakTepom cuTyadi.

KI1t040Bi C/10Ba: MPaBWIbHICTE MPMAHSTTS PILLEHb, 6araTOKpUTEDIa/IbHA OLiHKaE, IH@OpMaLliiHa 6e3neka.

Introduction

Information has become an important strategic resource that is necessary for the successful operation of the
state, society and man. At the same time, the information society implies not only the development of the
technological component, but also the appropriate level of knowledge development, the highest level of education,
the rapid pace of development of science and high technologies.

Now the problems of developing and using means of protection against "weapons of mass destruction" -
information weapons, which are widely used in modern conditions, are becoming relevant.

Already now, understanding and analyzing the negative consequences associated with the vulnerability of
computer equipment and various information technologies, the problem arises of the need to carry out work to
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ensure information and cyber security. In general, these problems are multifaceted. It is necessary to conduct
research and work in many areas - from the development of the theoretical foundations of the information content of
computer systems to the development of domestic programs and hardware for technical protection.

It should be noted that the solution of these problems may have specific features for individual computer
equipment, for automated systems, for local and distributed computing networks, and especially for the Internet.

Therefore, a rather important problem that needs to be solved is to determine the list of necessary measures
for cybersecurity and technical protection of information in each specific case, determining the list of threats. Such a
definition is possible based on the analysis of threat models and protection tools.

A modern approach to solving these problems requires that these models to be modern and combined. The
main difference between these models is that they must be dynamic in nature, i.e. so that, along with static
information of a general nature, they would allow situational modeling of defense processes using specific means,
taking into account existing means of reconnaissance and attack, with reference to a specific object of protection. In
this case, it becomes possible to obtain a specific threat model for each specific object in which information needs to
be protected, based on the use of technical threat models and object protection. Of course, the implementation of
models is possible only in the form of a complex of software and hardware based on computer technology with the
obligatory use of digital maps of the area. And at the same time, it is necessary to take into account the usefulness of
the decisions made. It should also be taken into account that when developing models, the decision-making problem
often encounters a situation, and in our case it is very often when there are several criteria for evaluating a decision.
This is due to the multipurpose nature of the situation. At the same time, theoretical optimization models assume the
presence of a single criterion. Therefore, the solution of the problem by the method of vector (multi-criteria)
optimization is of particular interest in the problems of cybersecurity and information security, especially when it is
necessary to evaluate the correctness of the made decisions (CMD).

Related works

The whole set of vector optimization methods, despite their diversity, can be classified as follows:

1) methods of multi-criteria CMD functions, characterized by the synthesis of a single generalized criterion
based on a given set of local criteria [1,2];

2) algorithmic methods that regulate a certain sequence of solving specially formulated optimization problems
[3.4].

The advantage of methods belonging to the first class is the numerical evaluation of the optimal solution, as
well as its numerical comparison with other solutions of interest and with the "ideal” (if it is known).

The theoretical basis for constructing the SPR function was laid down in [5], where a system of rational
behavior axioms was formulated, on the basis of which the existence and uniqueness of an individual (local) CMD
function was proved. These axioms have the following meaning.

Axiom 1. Comparability of objects of evaluation and transitivity of preferences.

For each pair o1, ®2 only one of the relations is satisfied @12, ®1—®2, ®1~®2. Moreover, from w1y,
W23, it follows m1<—m3.

Axiom 2. If m1«—w2«—w3, then there is such a parameter re[0,1], that wa~[r w1 +(1- r) ws].

Axiom 3. Validity of commutative and distributive laws:

[rw; + (1 —M)]~[(1 - rw, +ro,];

{rlgw; + (1 — Qw,} + (1 = N }~[pw; + (1 = pw,], (p =rq).

When axioms 1-3 are satisfied, there is a CMD function that maps the set of evaluation objects to real
numbers. For it u(w;) < u(w,) if ®1—wy;

u(w,) = u(w,) if m~m,. @
This expression transforms into the next form:
u(w) = ufr(eo;) + (1 —rw,] = [ru(w,) + (1 — ru(wy)]. (@)

The CMD expression u is unique up to a positive linear transformation, i.e. for any other expression u
satisfying these axioms,

u(w) = au(w) + B, a > 0. 3)

In [6] and other works, the parameter r in (2) was interpreted as the value of the probability in a lottery with
two outcomes (w1, ®2). However, the theory of fuzzy sets [7] allows to propose a different interpretation: if
w1—o—wy, then the parameter r € [0,1] is the degree of belonging of the object w: to the fuzzy set of CMD, for
which the highest degree of membership belongs to the object w1, the lowest - object 2. Then r(w) is a
membership function of w in the same fuzzy set.
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Let there be a set of local evaluation criteria N=(1,2,3,...,n). Then the vector estimation problem includes
two stages:

1) the stage of assessing the object w for each i-th local criterion x; = u;(w), x; € X;;

2) the stage of assessing the object xy = (x4, %5, X3, ..., X,) € Xy, Where X, - Cartesian product of
measuring scales of local criteria Xy = X; * X, * X5 * .. x X,,.

Let introduce the assumption that axioms 1-3 are valid not only for objects ®, but also for vectors of
estimates x, € X, , which means that there is a mapping

U: Xy - R @)

This is a very strong assumption, and the most likely objections to it are: X, objects are non-transitive. The
answer to the first objection is that X, objects are a reflection of various ways to achieve the goal, each of which is
characterized by its degree of achievement. Therefore, they are just from the point of view of this purpose.
Therefore, objects that are not related to this goal will be incomparable from this point of view. The case of
incomparability is the absence of a goal, but here there is no need to determine the CMD in relation to objects. It is
difficult to give a categorical answer to the second objection. However, experiments show that the made decisions
are usually transitive [8][9].

Main part
To obtain the form of the multicriteria CMD function, we formulate two additional axioms.
Axiom 4. Symmetry. Changing the designations of local criteria does not change the nature of preferences:

(%1, X wees Xy wees Xy ooy X )~ (X1, Xy o0y Xy vy Xy ey X))

This axiom is somewhat analogous to the commutative law from Axiom 3, which implies that no restriction
is imposed on the method of numbering local criteria. In what follows, based on Axiom 4, we will use the following
notation: xy- is the vector of ratings by all local criteria, xp- is the vector of ratings by local criteria from the non-
empty set P c N, xn- is the vector of ratings by local criteria from set that is the difference N\P. Then xy =

P
(xpxw\i), if P- is @ one-element set, xy = (x;xp\;)-

Axiom 5. Monotony of group preferences. Any improvement in the rating vector for one or more local
criteria, with the level of ratings for the rest unchanged, leads to the fact that the new rating vector will be at least no
worse than the original one, i.e., from x;, « x; it follows (xpxy\p )~ (22N p)-

Suppose, for the values of each i-th local criterion, a range is given

X=X~y ()

Then, based on Axioms 2 and 5, for any value of x,,; we have

(i) ~[ i (x xwye) + (1 = ) (xfxm\i)], (0 € N) . (6)

In accordance with (2), the CMD function of the i-th local criterion, taking into account the influence of
Xn\i ON x;, has the form

U(xixN\L-) = Ai(xl-lxN\i)U(xi"xN\i) + [1 - Ai(xilxN\i)]U(x{xN\i), (7)

where 2;(x;lxyy;) € [0,1] — conditional membership function of the vector (x;lxy;) to the fuzzy set of
CMD defined by the boundaries (x{xyy;) and(x{xy\;). The term "conditional" here is understood in the same way

as in probability theory in relation to distribution functions. If the i-th criterion does not depend on the others in
terms of correctness, then expression (7) is simplified:

U(oxixny) = 2:(e)U(xf ) + [1 = 2,(x)]U (x{xg).

Function (7) is indeed a function of the CMD of a local criterion, despite the use of the designation of the
multi-criteria correctness function U. This is obvious if, using property (3), we denoteU (x{xy\;) = 1, U(x{xp;) =
0, whence it follows U (x;x5;) = 4; (x;23;)-

Proceeding from these provisions, we will prove the main property of the function of multi-criteria
decision-making correctness.

MDKHAPO/IHUI HAYKOBUI JKYPHAJL . 83
«KOMIT’KOTEPHI CUCTEMMU TA IHOOPMAIINHI TEXHOJIOI'II», 2023, Ne 4



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Theorem. There is an analytical expression for the multi-criteria CMD function from the set of CMD
functions of local criteria.

Proof. First consider the two-dimensional case xy = (x;x,), and then extend the result to any N.

Let us write expression (7) for the correctness function of the second criterion, provided that the evaluation
of the first x;

U(x1x3) = A (lx) U (xx7) + [1 = A, (22121 U (x4 x3). (8)

n

Similarly, we write expressions for the CMD function of the first criterion for x3, x3:

U(x1x7) = 21 (%1 162)U (x1'x7) + [1 = 24 Cea lx2)JU (g 7)) 9)
U(x122) = A4 (e lxz)U Qe x2) + [1 = 44 (o1 1x2)]U (21 x3). (10)

Using Axiom 3, substituting (9) and (10) into (8). Thus, we supplement the preference characteristic
according to the second criterion (8) with the corresponding characteristics according to the first criterion (9) and
(10). As a result, we obtain the CMD function of the object (x1x2) according to two local criteria:

UQxyxz) = A4 (e 1x3) A5 (212 )U (xf, x3) +
+[1 = A4 (g 125)] A2 (e 2 ) U (x1 x3) +
+A4 (1 1x3)[1 = A5 (22 1%,) U (7, x3) + (11)
+[1 — 2, (eg1x2)][1 — 2, (2 1) JU (x4 x3).

Based on Axioms 2 and 5, we express U(x;x3) and U (x{, x3) in terms of boundary values:
U(x1x3) = A1) (1)U (e x3) + [1 = A2y Ceix) U (1 x3); (12)
U(x{23) = Aazy (e 23)U (' xz) + [1 = Ay (67 23) | U (x163). (13)
Using Axiom 3, we substitute (12) and (13) into (4). As a result, we get
U(x1x3) = Az (1 x) U (x7x5) + [1 = Aaz) (xlxz)]U(x{xz’). (14)

where A2y (x2) = {1 = [1 = A3 (g e [T — A4, Cep 1) 3, (z1x0) + +244 (g lx2) A1y (27 22) [1 —
A2 (x21%1)], A2y (x4 x2) € [0,1]. (15)

Therefore, the resulting function (14) implements U: (X;X,) — R®. This means that the set of the first and
second local criteria can be replaced by a new scalar criterion xz), for which x(;,)~x(12)~%,). Then similar
reasoning for criteria x(12), x3 will lead to the CMD function of three criteria x(23). After performing this procedure
(n-1) times, we obtain the correctness function for N local criteria:

Uxn) = Ay (en)UGxey) + [1 = Ay () ]U (), (16)
where xy = (/' x7x3 ... xp), x1x5 = (x1x5 ... X5,)-
When implementing the mapping p: Ay; (xyi) = Ay (xpii1%;); the valuedy (xy) is determined similarly to (15)
by the recursive formula

() = {1 = [1 = Api Cepgloe DT — A Cepx DA (i) +
+ A5 el ) A Gepx D1 — 23 (gl )], A1 (xp) € [0,1). (7

In this formula I = (1,2,3, ...,1), Ili = (1,2,3,...,i — 1).

The CMD function (16) is the only one up to a positive linear transformation (3), which is obvious from
U(xy) = AyCep)[U(xy) — U(xpy)] + U(xy). This means that the choice of the beginning and end of the scale of the
correctness of decision-making is not fundamental, only the function A, (xy), which is determined by the set of N
CMD functions of local criteria according to the rule (17). The theorem has been proven.

Using a similar technique, it is easy to show that for (x;xy;;) = a;U(xixn;) + Bi , a; > 0 there is V(xy) =
ayU(xy) + By, Where ay, By are determined by recursive formulas

ay = aya;, B = Pria; + B

The proved theorem fundamentally solves the question of the uniqueness of the multicriteria CMD
function. However, the resulting expression (17) is inconvenient for analysis in real problems. In [10], it is shown
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that the fulfillment of Axiom 5 generates three goal-forming principles in multicriteria problems. For each of the
principles, its own multi-criteria correctness function is synthesized, which is a special case of (17), which is
constructive.

Conclusions
It should be noted that, in contrast to [9], the term “correctness independence” of the i-th criterion means
that the utility function of the SPR is unchanged for any value of the evaluation vector x,;, i.e. the condition (18) is
met
A (eilxn) = (). (18)

This is a less stringent condition than the equivalence of various combinations of vector objects [11].
Therefore, in this setting, independence does not mean the additivity of local estimates.

To check the possibility of fulfilling condition (18), we write the CMD function of i-th local criterion (7) in
the form:

_ UGpen)=U(xjxn)

Ai(xilxi) = U xi)-U(x{xn1)" (19)
Differentiating (19) in the direction determined by the vector x,;, and equating the numerator to zero,

we obtain the required condition

AU (x;x
LN 1 ) — U et
Haxzvu‘
U(xi xnii) [U (i) — U Q)] 0
oxNi
_oulx'xni) [U(x"xn11) = Uxpxyi)] = 0.
oxn;

For each goal-forming principle [10], condition (20) is satisfied if the change in the correctness of the
vector xy with a change in only one i-th component can be described by a function only from this component
U(xixn;) = a;(xx)U Oceyi) + Bi(x;xi). That is, the correctness of decision-making allows us to assert that the
decision was made correctly in this particular case when solving a problem while ensuring the information security
of a particular object.
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SELECTION OF THE ARTIFICIAL INTELLIGENCE COMPONENT FOR
CONSULTATIVE AND DIAGNOSTIC INFORMATION TECHNOLOGY FOR
GLAUCOMA DIAGNOSIS

The most important areas of application of consultative and diagnostic systems are urgent and life-threatening conditions
characterized by a lack of time, limited opportunities for examination and consultations, and often little clinical symptoms with a
high level of threat to the patient's life and the rapid pace of development of the process. The experience of using consultative and
diagnostic systems proves a significant improvement in the quality of diagnostics, which not only reduces unjustified losses, but also
allows more effective use of aid resources, regulates the volume of necessary research, and finally, increases the professional level
of doctors for whom such a system serves at the same time and educational. Consultative diagnostic systems and technologies are
currently rarely and insufficiently used in ophthalmology, although the field of ophthalmology in general and glaucoma diagnosis in
particular are in great need of them.

Currently, the problem of using artificial intelligence for the problem of glaucoma analysis is faced with the fact that
neural networks themselves and the methods of their use are not made suitable for mass use, with the complexity of development
for certain models, with the inaccessibility for mass use, and the difficulty of collecting data for training neural models due to
“confidentiality” of data. There is also the issue of cost and diagnostic availability — the availability of a trained professional, the
means to collect data, and the time it takes for a patient to receive a diagnosis.

The author's further research will be aimed at creating the neural network itself for the diagnosis of glaucoma with
different approaches from the available data types for each individual case, as well as creating programs and instructions for
deploying such a neural network in places of use and using it with minimal requirements and resource needs. Compared to other
similar products, this will be such an introduction of artificial intelligence that will allow to incorporate all the available experience
into a small number of lines of code and will have pros in low budget and mass use.

Keywords: consultative and diagnostic information technology, ophthalmology, glaucoma diagnostics, artificial
intelligence.

Terana TOBOPYIIEHKO, Bonogumup KUCIJIb

XMeJNbHUIBKUH HalliOHAIBHUH YHIBEPCUTET

BUBIP KOMIIOHEHTY IITYYHOT' O IHTEJIEKTY U1 KOHCYJIbTATUBHO-
JIATHOCTHUYHOI IH®OPMANINMHOI TEXHOJIOI'TI JIATHOCTYBAHHSA
I'TAYKOMUA

Havi6inbLy BaxsymBi 06/1acTi 3aCTOCYBAHHS KOHCY/TbTaTUBHO-AIArHOCTUYHNX CUCTEM — HEBIAKAAAHI Ta 3arpo3/mBi A/1s
JKUTTS CTaHW, WO XaPAKTEPHIYIOTLCS AEPDILMTOM Hacy, OOMEXEHUMN MOXITUBOCTIMU OBCTEXEHHS [ KOHCY/IbTaLivi | HEPIAKO Masiow
KIIIHIYHOKO CUMITTOMATUKOIO PU BUCOKOMY PDIBHI 3arpo3u A/15 XUTTS XBOPOro | LBUMAKUX TEMaX PO3BUTKY rpolecy. ocsiq
BUKOPUCTaHHST KOHCY/IbTaTUBHO-AIArHOCTUYHNUX CUCTEM LOBOAUTL CYTTEBE IMIABULLEHHS SKOCTI AIArHOCTUKY, IO HE JINLLIE 3MEHLLYE
HEBUIPasAari BTpatv, ane [ 403BOJISE Oifibll ePHEKTUBHO BUKOPUCTOBYBATU PECYPCH AOMOMOIY, PErTIBMEHTYBATU 06 €M HEOOXIAHNX
AOCTTIKEHB, | HAPELUT], MABMLUNTY POPECHHMA PIBEHD JIIKapIB, 419 SKUX Taka CUCTEMA CIYrye O4HOYACHO | HaB4aslbHow. B
o@TasIbLMOSIONT Hapa3si PiAKO Ta HEAOCTATHLO EPEKTUBHO BUKOPUCTOBYIOTLCS KOHCY/TbTaTUBHO-AIArHOCTUYHI CUCTEMMU Ta TEXHOJIOIT],
Xo4a rasy3b o@TaabMOsIOrN B LIIOMy Ta 4iarHOCTYBAHHS [71aYKOMU 30KPEMA AYXKe iX MoTpebyroTh.

Hapasi npobrema BUKOPUCTAHHS LUTYYHOrO IHTENEKTY A/IS MpobemMu aHasizy r/1ayKoMu ro/Issrae B TOMy, WO caMmi
HEVIPOMEDEXT Ta METOAMN IX BUKODUCTAHHS € MAJIO MPUAATHUMM A/15 MACOBOIO BUKOPUCTAHHS], 3i CK/IAAHICTIO PO3POGKY U151 MEBHNX
mogernes, 3 HEAOCTYIHICTIO AJIS MACOBOIrO BUKOPUCTAHHS Ta BAXKICTIO 360py AaHUX A1 HABYaHHS HEVPOHHMUX Mogenesi 4epes
"KOH@IAEHLIIHICTD” AaHUX. TAKOX € NMpobsiemMa BapTOCTi Ta MOX/MBOCTI AIarHOCTUKM — HASBHICTb KBA/lIQIKOBAHOro Crieyiasicra,
3aci6 419 360py AaHnx Ta 4ac, HeOOXigHmA /18 NALIEHTa, o6 OTPUMATH [iarHOCTUKY.

lToganslui JOCTIIKEHHS aBTOPIB ByAyTh CIIPSMOBAHI Ha CTBODEHHS CaMOi HEVPOMEDEXI A/IS [IarHOCTUKY TTIaYKOMU 3
PIBHUMY [T1AX08aMY Bif HASIBHUX TUIIIB AGHNX U151 KOXKHOIO OKPEMOIro BUIAAKY, @ TaKOX CTBOPEHHS MporpaM 1a iHCTPyKUi ans
PO3ropPTaHHS Takoi HEUPOMEDPEXI Ha MICLSX BUKOPUCTAHHS Ta BUKOPUCTAHHS ii 3 MIHIME/IbHUMY BUMOramy Ta roTpebamu B
pecypcax. B riopiBHSIHHI 3 iHLWMMY 1I0QIOHMMY [IPOAYKTamu e OyAe Take BIPOBAMKEHHS LUTYHYHOroO IHTENEKTY, SKe LO03BOJNTb
BTIINTH BECH HASIBHWI JOCBIf Y HEBEJNKY KiJIbKICTb PSAKIB KOJY | 6yAe BIAPIBHATUCH BIOIXXETHICTIO Ta MACOBICTIO BUKOPUCTAHHS.

KI1to40Bi ¢/10Ba: KOHCY/IbTaTUBHO-LIarHOCTUYHA IHGOPMAELIIVIHA TEXHO/IONS, O@TasIbMOJIOrS, AIarHOCTYBaHHS /1ayKOMY,
LUTYYHU [HTESIEKT.

Introduction
Modern information technologies are increasingly more often used in the field of health care, which is
convenient, and sometimes simply necessary. Thanks to this, medicine, including non-traditional, acquires
completely new features today. In many medical studies, it is simply impossible to do without a computer and
special software for it. This process is accompanied by significant changes in medical theory and practice,
associated with the introduction of corrections both at the stage of training medical workers and for medical
practice.

MDKHAPO/IHUI HAYKOBUI JKYPHAJL . 87
«KOMIT’KOTEPHI CUCTEMMU TA IHOOPMAIINHI TEXHOJIOI'II», 2023, Ne 4


https://doi.org/10.31891/csit-2023-4-12

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Historically, consultative diagnostic systems began to develop as one of the first medical diagnostic
systems. Currently, consultative and diagnostic systems are represented by numerous systems for diagnosing
pathological conditions (including prognasis) in diseases of various profiles and for different categories of patients.
The input information for such systems is data on the symptoms of diseases, which are entered into the computer in
dialog mode, or in the format of specially developed information cards. Diagnostic conclusions, in addition to the
diagnosis (or possible diagnoses), as a rule, also contain recommendations for choosing a tactical solution and
therapeutic measures.

The most important areas of application of consultative and diagnostic systems are urgent and life-
threatening conditions characterized by a lack of time, limited opportunities for examination and consultations, and
often little clinical symptoms with a high level of threat to the patient's life and the rapid pace of development of the
process.

The experience of using consultative and diagnostic systems proves a significant improvement in the
quality of diagnostics, which not only reduces unjustified losses, but also allows more effective use of aid resources,
regulates the volume of necessary research, and finally, increases the professional level of doctors for whom such a
system serves at the same time and educational

Consultative diagnostic systems and technologies are currently rarely and insufficiently used in
ophthalmology, although the field of ophthalmology in general and glaucoma diagnosis in particular are in great
need of them.

In the field of eye health, glaucoma stands out as a silent threat to vision, often progressing imperceptibly
until irreversible damage occurs.

Glaucoma is known for its insidious onset, with patients often experiencing no symptoms until significant
vision loss occurs. Traditional diagnostic methods such as intraocular pressure measurement and visual field tests
are important, but in some cases may not be sufficient for early detection. The elusive nature of glaucoma makes
timely diagnosis a serious challenge for medical professionals. In order to detect glaucoma, it is necessary not only
to use traditional diagnostic methods, but also to take pictures and diagnose pictures of the patient's fundus. In order
to take pictures of the fundus, expensive equipment is needed, which not every state medical institution of Ukraine
can afford. In addition, high-quality diagnosis requires extensive experience in recognizing and diagnosing similar
diseases. Also, patients need to allocate time and money for diagnosis, which also reduces the likelihood of timely
diagnosis of glaucoma.

Challenges related to the diagnosis of glaucoma (difficulty of early diagnosis, asymptomatic early stages,
the need for a complex technique and sufficient qualification for diagnosis, the allocation of time by the patient for
diagnosis) require the search for innovative solutions for the early diagnosis of glaucoma.

One of the promising and innovative ways to process diagnostic data in order to detect minor and barely
noticeable changes to the human eye are components of artificial intelligence, since artificial intelligence ensures the
accumulation of experience, the absence of forgetting experience with insufficient use, and the ability to freeze the
training of an artificial intelligence unit at the highest point of efficiency. In addition, for example, machine learning
algorithms (as one of the components of Al) have the ability to analyze huge amounts of data with unprecedented
speed and accuracy.

Therefore, the task of this study will be the selection of an artificial intelligence component for consultative
and diagnostic information technology for diagnosing glaucoma.

Analysis of known methods and solutions

Analysis of known works and solutions for detecting eye diseases by fundus imaging:

1) Algorithm based on artificial intelligence for early detection of glaucoma. Used by a hospital in
Singapore for diagnosis. Created by scientists from Nanyang Technological University (Singapore) in
collaboration with doctors at Tan Tok Seng Hospital. Claimed accuracy of 97%. Pros: all the above-
mentioned advantages of artificial intelligence [1];

2) Algorithm for screening diabetic retinopathy in the early stages with the help of artificial intelligence.
Created by the Ukrainian medical IT startup CheckEye in association with the private medical center
"Zakarpatska Endoclinic". For screening using this method/algorithm, it is possible to make an
appointment by phone on the website check-eye.com in the version of the website localized in the
Ukrainian language. Pros: localized in Ukraine Disadvantages: personal data is required (personal data
is not required for fundus screening), small distribution of places of use/examination, a certificate from
a doctor about diabetes is required, does not apply to glaucoma [2];

3) Intelligent technology of computer diagnostics of eye pathologies. Accuracy: not specified. Pros:
detailed mathematical description [3];

4) Computer tools for diagnosing diseases based on a neural network. Accuracy: not specified. Pros:
mathematical description [4];

5) Artificial intelligence in glaucoma: posterior segment optical coherence tomography. Pros: The standard
machine learning pros. Disadvantages: the requirement of expensive equipment to obtain tomography

[5];
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6) Using machine learning with regular positive reinforcement and feedback from doctors. Pros: Feedback
to improve accuracy [6];

7) Comparison of different machine learning classifiers for glaucoma diagnosis based on the
SPECTRALIS retinoscope. Pros: description of different methods [7];

8) Overview of data processing of different machine learning methods for ophthalmology. Pros: Using
different methods and recording results [8];

9) Development and verification of a deep learning optical glaucoma diagnosis system using coherence
tomography. Pros: detailed description of the results, partial description of the method [9];

10) Investigating the potential of neural networks for the identification of eye diseases. Pros: ready-made
code with a solution [10];

11)Glaucoma detection on retinal fundus images based on transfer learning and fuzzy clustering. Pros: the
transfer method allows you to reduce the time of study [11];

12) Segmentation and Classification Algorithms for Glaucoma Detection Based on Machine Learning. Pros:
A list of approaches leading to the highest accuracy is provided [12];

13) Detection of glaucoma using a hybrid deep learning model. Pros: the specified method for the least data
loss when moving between model layers [13];

14)10T-Based Predictive Modeling for Glaucoma Detection in Optical Coherence Tomography Images
Using a Hybrid Genetic Algorithm. Pros: high accuracy of the method, clear description of the
approach [14];

15) Advances in glaucoma detection using deep machine learning [15];

16)An online platform for early detection of eye diseases using deep machine learning. Pros: mass
approach to using the result of machine learning [16].

Role of artificial intelligence in the diagnosis of glaucoma

As the analysis showed, in the context of glaucoma diagnosis, artificial intelligence can solve several key
problems:

1) Early diagnosis detection — one of the main advantages of artificial intelligence in the diagnosis of
glaucoma is its ability to detect subtle changes in the eye that may not be visible to the human eye. By
analyzing image data, such as optical coherence tomography (OCT) scans or images taken during
fundus screening, artificial intelligence algorithms can identify early signs of glaucomatous damage,
allowing for intervention before irreversible vision loss occurs;

2) Personalized diagnostics and risk detection — Al systems can integrate a variety of patient data,
including medical history, genetics and lifestyle factors, to create personalized health records with risk
information for various diseases. This specialized approach enables healthcare professionals to identify
individuals at increased risk of developing glaucoma, facilitating early monitoring and early
intervention;

3) Increased accuracy when analyzing the field of view — traditional visual field tests are subjective and
can vary depending on the patient's interpretation of the words. Al-based algorithms can improve the
accuracy of visual field testing, minimizing variability and providing more reliable results. This may
lead to more accurate and consistent monitoring of glaucoma progression;

4) Optimization of the diagnostic process — artificial intelligence can significantly reduce the burden on
healthcare professionals by automating time-consuming tasks such as image analysis and data
interpretation. This efficiency allows physicians to focus on patient care and decision making,
ultimately improving the overall diagnostic process. Also, artificial intelligence can be combined with
existing means of information dissemination for mass application and simplifying obtaining advice
from an experienced and qualified mind to determine glaucoma;

5) Medical ethics — although the potential benefits of artificial intelligence in glaucoma diagnosis are
exciting, ethical issues must be acknowledged. Ensuring the privacy and security of patient data,
eliminating errors in Al algorithms, and establishing clear guidelines for the integration of Al into
clinical practice are key aspects that require close attention. And all medical ethics depends little on
artificial intelligence to diagnose diseases. Moreover, personal information is important for artificial
intelligence only from the point of view of making a diagnosis — any person is a separate case with a
set of information based on which a diagnosis can be made and no more.

The integration of artificial intelligence into the diagnosis of glaucoma represents a transformative step
forward in the search for early detection and effective treatment of this sight-threatening condition. By using
machine learning, healthcare professionals will be able to overcome diagnostic challenges, offering hope for a future
where glaucoma is much less of a threat to vision, as prevention of glaucoma will occur much earlier than the
negative consequences of late detection.
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Conclusions

Currently, the problem of using artificial intelligence for the problem of glaucoma analysis is faced with the
fact that neural networks themselves and the methods of their use are not made suitable for mass use, with the
complexity of development for certain models, with the inaccessibility for mass use, and the difficulty of collecting
data for training neural models due to “confidentiality" of data. There is also the issue of cost and diagnostic
availability—the availability of a trained professional, the means to collect data, and the time it takes for a patient to
receive a diagnosis.

The author's further research will be aimed at creating the neural network itself for the diagnosis of glaucoma
with different approaches from the available data types for each individual case, as well as creating programs and
instructions for deploying such a neural network in places of use and using it with minimal requirements and resource
needs. Compared to other similar products, this will be such an introduction of artificial intelligence that will allow to
incorporate all the available experience into a small number of lines of code and will have pros in low budget and mass
use.
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