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Sergii OREKHOV, Henadii MALYHON

National Technical University “Kharkov Polytechnical Institute”

METHOD OF SOLVING THE PROBLEM OF SITUATIONAL MANAGEMENT OF
THE SEMANTIC KERNEL OF WEB CONTENT

Research conducted over the past ten years in the field of search engine optimization on the Internet shows the creation
of a new phenomenon - virtual promotion [1]. Its main goal is to increase the level of sales of goods through technologies that exist
in virtual space. In terms of properties, virtual promotion is similar to a logistics channel, but with the characteristics of a marketing
channel. That is, virtual promotion can be described as the establishment of a channel for the transmission of a special message
from the company to a potential buyer of its goods or services. This article proposes to consider the problem of creating and
managing such a message in cyberspace. To do this, it is proposed to solve the problem of situational management of the semantic
kernel of web content. At the first stage the review of properties of a semantic kernel is carried out. This analysis allows us to
formulate the problem of situational management of the semantic kernel. The main idea of this problem is that the current situation
is @ variant of the semantic kernel of web content. Then the paper proposes a mathematical model for estimating the current
situation and choosing the target situation. Conditions are also proposed to determine the need for transition between situations.
The article also describes the algorithmic support for the implementation of the method of solving the problem of situational
management. The result of the algorithm is K-applicant, ie the semantic kernel that describes the class of needs, which was
identified at the stage of clustering. The prospect for further research is the software implementation of this algorithm on the
NodeJS platform.

Keywords: Virtual promotion of a product, situational management, semantic kernel, web content.

Cepriit OPEXOB, I'enazgiit MAJIMT'OH

HartioHaIbHUH TeXHIYHUHN yHIBEPCHUTET ,, XapKiBCHKUH MONITEXHIYHUH IHCTHTYT

METO/ BUPIIIIEHHS 3AIAYI CUTYAIIIMHOI' O YIIPABJIIHHA
CEMAHTUYHUM AAPOM BEB KOHTEHTY

HocnimkerHs], 1o 6y/10 NpoBEAEHO 3a OCTaHHI AECTb POKIB y CEDI MOLLYKOBOI ONTUMI3aLIT B MEPEXI IHTEPHET, cBIAYaTs
7IPO CTBODEHHS HOBOIO (DEHOMEHY — BIpTya/ibHe rpocysarHs [1]. Mloro 0cHoBHa Uitk NONArae y migsmieHHi pisHs IpoAaxy TOBapy
3aBASKN TEXHOJIONMAM, O ICHYIOTb ¥ BIpTyallbHOMY POCTOPY. 3a B/IACTUBOCTAMU BIPTYasIbHE MPOCYBAHHS CXOXE 3 JIOMICTUYHUM
KaHas/ioM, ane 3 XapakTEPUCTUKaMy, L0 MAE MAapKETUHroBmi KaHas. TOOTO BIpTyasibHE [IPOCYBAHHS MOXHA OnMcatv sK
BCTAHOBJIEHHS] KaHasy EPEefadi CrieLianbHoro roBigoOMIEHHS B MIANPUEMCTBAE [O [OTEHLIMIHOrO OKynysi Horo ToBapy 4u
nocyru. B cTarti 3arporioHoBaHo po3r/isiHyTH 384a4y CTBOPEHHS Ta yIrpas/liHHA TakuM MOBIAOM/IEHHSIM Y BIPTYa/IbHOMY pOCTOpI.
L1595 UbOro rporioHyeTsCS BUDILLYBATH 33434y CUTYaLIIMIHOrO yripas/liHHS CEMaHTUYHUM SAPOM BEG KOHTeHTy. Ha nepiiomy erani
MPOBEAEHO OI71f B/IACTUBOCTEN CEMaHTUYHOrO S4pa. Lled arHasniz [03B0/B ChOpMy/IoBaTH OCTaHOBKY 3adadi CUTyauiviHoro
YIPAaBJIIHHSA CEMaHTUYHUM S4POM. [O/10BHa [AES LiiEI 384a41 MO/ISrae B TOMYy, IO B SIKOCTI MOTOYHOI cuTyauii po3r/isfacTscsa BapiaHT
CEMaHTUYHOro 54pa BEG KOHTEHTY. Todi B pobOTI MPOIOHYETLCS MATeEMATUYHa MOAESb /IS OLIHIOBaHHS MOTOYHOI cuTyauii 1a
BU6Opy LiNIbOBOI cuTyallii. TaKoX rpOroHYIOTECS YMOBU A/15 BU3HAYEHHS HEOOXIAHOCTI MEPEXOLY MK CUTyaLismu. TaKoX B CTarTi
OMTUCaHO a/IMOPUTMIYHE 3a0E3IMEYEHHS A/1S peanizauli MeTody BUDILIEHHS 3a4adqi CUTYaUiIHOro yrpassiHHS.  PesysibTaTtoM
BUKOHAHHS a/iropuTMy € K-rIpETEHAEHT, TOOTO CEMAHTUYHE SAPO, LYO OMUCYE K/aC NoTpebu, skuvi 6y/10 BUSBJIEHO Ha €Tarl
Knacrepizauii. [1epcreKkTnBOor 4715 MOAAIbLLINX AOCTIWKEHD € MPOrpamMHa peasizalis AaHoro anroputMmy Ha rnaargopmi NodeJs.

Kito4oBi ¢/10Ba. BIpTyasibHe poCcyBaHHs MPoAyKTY, CUTYALIMHE yIipaB/liHHS, CEMAHTUYHE S4p0, BES KOHTEHT.

Introduction

The process of virtual promotion is similar to the logistics channel, where there are several concepts of
work. From our point of view, the concept of “continuous replenishment” [1] is suitable for virtual promotion. This
means that goods, and in our case knowledge about goods, should be concentrated in the main nodes of the logistics
network. That is, it is necessary to place knowledge about the product or the need it covers on the Internet, where it
will be read or downloaded by users - potential buyers of goods or services. In other words, you need to place
knowledge about the product on the Internet and wait for the search engine database to be updated. A network of
cross-references between network nodes is also formed to confirm both the originality of information about the
product and the primary source of this data in the form of: a) a corporate website, b) a profile on a social network, or
¢) a profile on a trading platform.

The main idea of virtual promotion is that we need to form a channel and a special message in it. This
message is called the semantic core. This approach is completely new and alternative. This is a new look at the
problem of search engine optimization on the Internet [1].

Thus, understanding the physical content of virtual promotion means that a powerful promotion channel on
the Internet is being created, called thematic search [2]. To create other channels, it is also necessary to unify the
message so that it is distributed in the same content and format on the Internet with a link to the corporate website.
In our work [3], for the first time, it was proposed to use as a message the semantic core of web content generated
by a company that is interested in selling a given product or in satisfying a given need on its own using Internet
technologies [3, 4].
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This paper proposes an alternative approach to solving the problem of search engine optimization on the
Internet. The essence of the approach is to change the semantic core of web content step by step in the promotion
channel in order to improve the main values of WEB metrics. The step-by-step change of the core is based on the
method of situational control [5].

Thus, the article proposes a new look at the problem of search engine optimization on the Internet by
generating special web content and a strategy for changing it in the promotion channel.

Problem statement
In [5] the first attempt to solve the problem of search engine optimization on the Internet as a problem of
situational management was described. According to the classical theory of situational management [6], we have the
following statement of the problem:

S E, =FE,, (D

where S, - the full situation, £, E;, - current situations, U, - the rule of logical transformation from

one current situation to another.

We will assume that the current situation corresponds to the current version of the semantic kernel. We
have the following process that implements the marketing channel of virtual promotion - Figure 1. That is, we have
the current situation. In which case should this kernel be replaced with a new one?

Product Knowledge about a product Inquiries for the purchase of goods
description Format Knowledge of the product in a given form
1 Consolidation of l : .
knowledge about the Processing and Dissemination of
product in cyberspace presentation of knowledge in -
A0 knowledge response to a >
request
A0
A0
R I
Product localization
Client localization
Metrics
Web services
Marketing strategy Evaluation of the effectiveness
of the operation of knowledge
dissemination
A0

Fig. 1. Modern scheme of virtual promotion marketing channel

The first case. Whether there is a criterion of usefulness or a criterion of effectiveness of virtual promotion.
This criterion can assess the profitability of sales of goods through a given channel of promotion on the Internet.
Then you can evaluate the promotion complex consisting of the semantic kernel and the promotion channel. We will
assume that such an estimate is presented in the form of a graph of the relationship between the value of profitability
and time. If the value of the profitability of this complex decreases over a period of time, then such a semantic
kernel must be changed. The first attempt to write such a criterion for assessing the efficiency of the channel and the
kernel is presented in [7].

The second case. The main metrics for search engine optimization on the Internet [8] show a steady decline
(or increase) over time. Such metrics are traffic, number of leads, bounce rate, conversion, number of repeat visits.
These metrics belong to the class of WEB metrics. All these metrics show the conditional efficiency of the
promotion channel with a given semantic kernel.

The third case. An enterprise decides to change product characteristics or marketing segment for your sale.
In this way, the entire text complex 7D is changed, and that needs to repeat the task of synthesizing the kernel again.

In the paper it is suggested to look at the first aspect of the formation of the efficiency criterion for the
complex (the channel and the kernel), and also to improve the metrics that indicate the mental efficiency. We will
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mean that, like j= I,_J - the number of nodes in the channels of passing through the Internet, where the semantic

kernel will be located. B,j — budget, which can be accepted for the placement of the kernel in the j—th node for the

period of time ¢. utj - the number of leads, which was taken for a period of time ¢. The period of time ¢ € 7 may

be 24 hours. We remind you that lead is the action of a potential buyer on a web resource that leads him to: 1)
purchase on the web site, 2) pay for the product on the website or 3) enter your contact details at the special form for

) 1 2 3 . .
the remote purchase of the product in the office [9]. Then U,; =1U, +U,; +U, . Our goal is to maximize the

2
component U 4 - It is reasonable to [10-11] to modify the criterion of effectiveness for offensive

Z Z B, (ry) ) — min ()

Sl (1)) v ul(ery) +ul (i)

where 7, is the traffic received by the j-th node for the time period 7. The physical meaning of criterion

(2) is to reduce the cost of attracting a buyer to purchase a product or service on the Internet. Then the index

3
U, =u, + u, + U corresponds to the conversion of traffic into the appropriate form of lead. For us, the most

interesting is the second type of lead, when the buyer pays for the goods or services directly online. We transform
the formula (2):

S =Y S

tel jeJ (utj (trzj) +utj (trtj) +utj (trt])) tel jeJ uU (t ) + utj (trzj) + utj (trtj)
B, (trtj) B, (trtj) B, (trg) B, (trt])

1
ZT:; 0" )+ 02 )+ 0 wr))
or 2 P(tr;) > min 3)

tel jeJ

where Ol(ti;j) is the payback of the channel on the first type of lead, which guarantees the placement of

the semantic kernel in the j-th node for a period of time ¢. The higher the payback of the channel and the message,
the lower the price of attracting a buyer P (trtj) to a given node for a given period of time.

Let's take as a basis the classic problem of linear programming to describe the mathematical model of the channel
with the kernel from the standpoint of the cost of attraction. Then formula (3) has the following modification:

ZijP(lrtj) — min ,ij =

teT jeJ jeJ

where w); is the weighting factor that takes into account the importance of the j-th node in the promotion

channel. The higher the payback of the channel and the message, the lower the price of attracting a buyer P(trg/) to

a given node for a given period of time.
The first block of task conditions will mean that the traffic in the node is a positive value and an integer:

tr; 20, tr; ={0,1,2,...}.

For the promotion channel to be successful, it is necessary to enter the threshold of its profitability:

DY

tel jeJ teT
R, - is the rate of return, which is set by the company for a period of time #. It shows the lowest value that

guarantees the success of Internet promotion. Pr[j - income received by the enterprise, if the buyer ordered a
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product or service, reading the semantic kernel in the j-th node for a period of time ¢. Extj - additional costs borne

by the enterprise from the placement of the semantic kernel in the j-th node for a period of time ¢. P(trtj) - the price

of attracting customers in the j-th node for a period of time ¢.
Then we have the following optimization problem:

ZijP(try.) —> min , @)

tel jeJ

> (%)
;]EZ;‘ P(l ) + Ex ;
2w =0 ©
tr, >0, tr, ={0,1,2,...}. (7)

The physical meaning of the problem (4)-(7) is that you need to estimate the minimum cost of attracting

one buyer, having a given channel and semantic kernel. The problem with this task is that the traffic-dependent form

of the function P(#r;) is unknown.

Then the problem of situational management in modern conditions is formulated as follows [6]. We denote
the current situation C = <K JF > , where K - the current version of the semantic kernel, and F - a function that
expresses the evaluation of the efficiency of the channel and the kernel, i.e. the result of solving the problem (4)-(7).

Then the full situation S = <C ,C R> is formed, as a combination of the current situation and the goal that the

company sets for the promotion process. This goal primarily C, applies to conditions (5), i.e. the rate of return on
the channel and the kernel of the promotion. We will assume that the current situation belongs to the class C € Q' .

And the target situation of the class. Then you need to form the following management U & {2 to achieve the target
situation:

Ce Q’U_EECR eQ"or (Q,0")>UeQ )

where (- a set of control options, in other words, options for transforming the kernel or changing the
semantic kernel to another. We believe that the structure of the promotion channel remains unchanged, because it is
the subject of further research.

Thus, the problem of situational management of the semantic kernel has the following wording: we must
choose U € Q2 the transformation of the semantic kernel of web content based on the classification of the current

situation C € Q' and adequate assessment F of the promotion channel and the kernel as a whole, which should lead

to a new target C R € Q" (channel and kernel) by the marketing department of the enterprise.

So our task includes four subtasks: kernel synthesis (initial version), kernel evaluation - task (4)-(7), kernel
classification and selection of a new class of kernel, ie changing the kernel to another taking into account the
requirements of marketing services.

The advantages of this approach are significant. Because the problem under consideration is dynamic. A
typical scheme for solving the problem of linear or nonlinear programming is as follows [12]. We believe that a
mathematical model exists. Then you must first choose the basic parameters of the problem, for example, based on
the Monte Carlo method or mathematical statistics. That is, you need to collect initial data and process them. Then,
having a record of the problem and a standard solution method, the optimal Pareto alternative is sought. Finally, you
can check the stability of the solution. In our case, this is not possible, because you can collect input data in the
process of solving the problem. Therefore, the situational approach allows, so to speak, to adapt the probable
solution of the problem in the process of its solution. This is similar to the task of opening a safe when you turn the
knob and test the lock for opening.

Proposed approach

In the paper it is offered to solve a problem of situational management according to the following UML

scheme [13-14] - figure 2.
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Fig. 2. The scheme of solving the problem

Consider the content of this scheme for solving the problem of situational management of the semantic
kernel. At the first stage we will receive web content from the enterprise for synthesis of set of semantic kernels.
Next, the clustering process is performed in order to create a set of needs classes, as well as centroids of each class.
We believe that every centroid of needs class is a K-applicant. Place it in the promotion channel in each j-th node.

10
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Next we follow the metrics of WEB statistics. We set the profitability threshold of the channel as a whole at
a given period of time #. Based on these input data we solve problem (4)-(7) to evaluate the efficiency of the channel
with the K-applicant installed in it.

We are checking the conditions for the transition to a new K-applicant. If all web content changes, we re-
synthesize the whole set of semantic kernels and repeat the whole algorithm first. If the results of WEB statistics or
profitability are unsatisfactory, then choose a new kernel (new current situation) and run it into the promotion
channel. If these conditions are satisfactory, it is necessary to classify the K-applicant and continue the process of
placing it in the channel. If the promotion of goods or needs stops, then the algorithm ends its execution.

Also uncertain is the step on the classification of the current situation (see figure 2). Based on the effect of
aging of the semantic kernel, which was found in the research work [15], it is proposed to classify the current
situation as one that corresponds to the present or as outdated. The outdated kernel needs to be changed to a new one
anyway.

We offer a list of rules for the transition from one current situation to another, i.e. the rules for changing the
current kernel to another. Let's divide the whole set of rules into two parts. The first part is the rules that affect the
promotion process, i.e. management rules. The second group of rules is the rules that record the fact of aging of the
nucleus or evolutionary rules.

The first group of rules is launched if the value of the profitability of the promotion is unsatisfactory. Let us
denote this fact by the following formula:

2R

el > AR 9)
7]

where the average profitability for a period of time 7 must not be lower than the specified value AR If
condition (9) is not met, the kernel should be updated.

The second group of rules is formed on the basis of analysis of web statistics. As mentioned, we have four
main indicators of the semantic kernel: the number of “isa” rules, the frequency of occurrence in web content, the
frequency of occurrence in the search engine database and the number of keywords in the semantic kernel. But they
do not correspond to the statistics that are actually available to us in the analysis of the promotion process. Available
metrics in the promotion channel node are traffic, number of paid online orders, and number of leads. These are real
indicators that give attention to the efficiency of the node with the semantic kernel placed in it.

Let's analyze each indicator and try to establish the rule of changing the kernel to another based on it. The
first indicator is traffic. It shows the number of semantic kernel impressions in the promotion channel node. As
practice shows, the dynamics of this indicator is the most important, but also the most uncertain. It all depends on
the product itself and the factors around it. There are situations when the value of this indicator increases and
profitability decreases, so it is extremely difficult to determine the direct relationship between these indicators. Let

us denote this indicator as fl”tj - the traffic received by the j-th node for the time period t. Then we have the

condition:

2.1

E|TT| > A" (10)

tr
where A ;j 1s the rate of average traffic in the j-th node. If condition (10) is not met, the kernel should be

updated. However, it should be noted that the fulfillment of condition (10) in some cases does not guarantee the
need to change the kernel, because, for example, too small a budget for the placement of the semantic kernel in a
given node does not increase traffic.

This is, so to speak, the first step in analyzing the need to update the kernel in the promotion channel. The
second step is based on identifying the need to do so on the basis of other conventions that are not related to
profitability or web statistics.

The above four cases of the need to update the kernel should also be considered through the prism of
existing quantitative indicators. The first case when we discuss the evolution of the product on the market, and
therefore its reflection on the Internet, can be recorded in terms of the following indicators, which can be monitored
over time, and in a given node of the promotion channel. Such indicators may be:

1) the volume of sales of goods for a period of time in a given node;

2) conversion in a given node over time £ € T ;

3) profit received through a given node over a period of time € T".
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These three indicators can capture the process of product evolution in the market, in particular in
cyberspace. In this case, if the profit schedule has only one maximum, it is likely that the product goes into the stage
of extinction. Therefore, let there be a graph of the dependence of profits on time: y = Pr(¢). If this graph has one

extremum per maximum and the current value of this function is less than the extremum and newer in time, then the
semantic kernel update needs to be updated:

maxPr(t) > Pr(t+1),(t+1)eT

tel

Unfortunately, it is not possible to quantify other cases of kernel upgrades at present. Therefore, it is
appropriate to introduce expert evaluation in the algorithm execution scheme. If the value is one, then an update is
required. Values are set expertly by the company or team that performs the process of virtual promotion.
Unfortunately, in this case, the execution of the scheme (Figure 3) will be in automated mode.

Traftic = 70 points Traffic = 700 points

500

December 2020 February 2021 April 2021 June 2021 August 2021 Octob.

Fig. 2. The scheme of solving the problem

Results

In 2020-2021, a study was conducted for a web resource in the American service market, in which the cycle
of situational management of the semantic kernel was applied. This web resource provides a unique service for
building a psychological portrait of a person based on personal information. The results of this study are reflected in
the graph of web statistics - Figure 3. This graph reflects the change in the main web metric - traffic or the number
of visits. Figure 3 shows that the result of applying the cycle was an increase in traffic over a given period of time by
ten times. This graph was obtained in the environment Google Analytics.

The data in Figure 3 show the existence of the very fact of the existence of the semantic kernel. That is, this
is a confirmation of the efficiency of the proposed new method for implementing search engine optimization
technology on the Internet.

Conclusions

The article considers new scientific results, namely:

1) for the first time the formulation of the problem of situational management of the semantic kernel and
the method of its solution are formulated;

2) the method of search engine optimization on the Internet based on the concept of the semantic kernel
was further developed;

3) for the first time the rules of transition between semantic kernels in the process of product promotion on
the Internet are proposed, which is aimed at improving the efficiency of the search engine optimization process on
the Internet;

4) for the first time proposed metrics and criteria for evaluating the effectiveness of the semantic kernel
both individually and in the promotion channel on the Internet.

Further areas of research will be a deeper testing of the proposed method of controlling the kernels. You
should test the transition rules and the strategy for increasing or decreasing the size of the semantic kernel in the
Internet promotion channel.
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A METHOD FOR DETERMINING THE EFFECTIVENESS OF A DISTRIBUTED
SYSTEM FOR DETECTING ABNORMAL MANIFESTATIONS

Studying the effectiveness of self-organized distributed anomaly detection systems in computer systems is an important
mandatory step, which is carried out to confirm the correctness, feasibility and feasibility of the developed solutions, including
architecture, method of maintaining system integrity.

In order to conduct a study on the effectiveness of the use of self-organized distributed systems, anomalies in computer
systems were identified in relation to the evaluation criteria. Determining the specifics of the application of the system also affects
the choice of criteria for evaluating effectiveness.

The method of determining the effectiveness of the proposed solutions for the developed self-organized distributed
system for detecting anomalies in computer systems has been developed. Software has been developed to ensure the functioning
of a self-organized distributed anomaly detection system in computer systems to confirm the feasibility of the proposed solutions.

Experimental studies with the developed implementation of a self-organized distributed system for detecting anomalies in
computer systems according to the obtained coefficients confirmed the effectiveness of the proposed solutions and the developed
distributed system for its operation in the computer network.

Keywords: efficiency, method, criterion, distributed systems, intrusion detection systems.

bornan CABEHKO, Antonina KAIITAJIBSH

XMenbHULBKHUI HalliOHAILHUI YHIBEPCUTET

METO/I BUBHAYEHHS E@EKTUBHOCTI PO3NOALIEHOI CHCTEMHU
BUABJIEHHSA AHOMAJIBHHUX ITPOSIBIB

AoCriKkeHHs  eeKTMBHOCTI  3aCTOCYBaHHS CaMOOPraHi30BaHnX PO3IIOAIIEHNX CUCTEM BUSBJIEHHS aHOMaslii B
KOMITIOTEPHUX CUCTEMAX € BaXITMBUM OBOBA3KOBUM ETAIIOM, KM MPOBOAUTLCS 3 METOKO MIATBEDIKEHHS KOPEKTHOCT, AOLIIbHOCTI
7@ MOXJ/IMBOCTI Peasni3aLlii po3pobrieHnX pillieHs, 30KPEMA LLUOAO aPXITEKTYPH, METOLY IMIATPHUMKU LII/IICHOCTI CUCTEMU.

75 poBefeHHs AOCTIKEHHS 3 E€QEKTUBHOCTI 3aCTOCYBaHHS CaMOOPIraHi30BaHuX PO3ORIIEHNX CUCTEM BUSB/IEHHS
GHOMasTii B KOMITIOTEPHNX chCTeMax 6Y/I0 BU3HAYEHO O[O KPUTEDIIB [/151 OLIIHIOBAHHS. BU3HAYEHHS OCOBIMBOCTEN 3aCTOCYBAHHS
CUCTEMY BIT/IMBAE, TAKOX, | Ha BMOID KPUTEDIIB A/159 OLIIHIOBaHHS €QOEKTUBHOCTI.

34IMiCHEHO pO3POBKY METOAY BUIHAYEHHS E€QEKTUBHOCTI 3aIPOIOHOBaHNX pillieHb /1S PO3PO6IIEHOI CaMOOPraHi30BaHoI
PO3II04INIEHOI CUCTEMY BUSIBIIEHHS AHOMAJTIV B KOMITIOTEDHNX CUCTEMAX. PO3pOG/IEHO NPOrPaMHeE 3a0e3IIEYEHHS A/151 3a0E3I1EYEHHS
QDYHKLIIOHYBaHHS CAMOOPraHi30BaHoI PO3rofiNeHOI CUCTEMU BUSIB/IEHHS aHOMAJIIVi B KOMITIOTEDHUX CUCTEMAX A/1S MIATBEDIKEHHS
MOX/IMBOCTI peasi3aLjii 3arpornoHOBaHNX PilLEHb.

llpoBegeHi eKcriepuMeHTaIbHI AOCTIKEHHS 3 PO3POB/IEHOK peasli3aliero caMoopraHi30BaHoi pO3riofineHoi cucTemm
BUSIBJIEHHSI aHOMAJTiYi B KOMITIOTEDHUX CUCTEMAaX 3riHO OTPUMAHUX KOEQILIEHTIB MATBEDANIN EQPEKTUBHICTL 3aITPOINOHOBAHNX
PiLlieHb | po3po6/IEHOI PO3IIOAIIEHOI CUCTEMU LYOAO i PYHKLIIOHYBAHHS B KOMITIOTEDHIN MEPEXI.

KIto40Bi C/108a.; eQoeKTUBHICTb, METOL, KPUTEDIY, PO3rORIIEHI CUCTEMM, CUCTEMMU BUSIBIIEHHS] BTOPIEHb.

Introduction

Distributed computing, which is organized and implemented with the support of distributed systems,
depends significantly in terms of their efficiency on the time spent on delivering tasks to a particular component of
the distributed system.

The influence of time on the efficiency of distributed systems is very significant for such a class of them as
intrusion detection systems, bait systems, distributed processor emulators, and so on. Therefore, an important stage
in their development is to establish efficiency, the factors that affect it and study the possibility of improving
efficiency.

The development of appropriate methods for calculating the effectiveness of distributed systems for the
tasks of detecting computer attacks and malicious software is relevant. Because not all generally accepted methods
are suitable for the specifics of this direction, and not all factors of influence may be significant in them.

Therefore, the development of a method for determining the efficiency of distributed systems is important and
relevant. It will make it possible to compare the obtained result with the results of known methods.

Subject area analysis and related decisions

Distributed computing and the systems that support them are given a lot in scientific papers [1-5] and this
area of research remains promising. Consider some features of distributed systems, which are presented in scientific
articles.

In [6], the authors investigated the processes that exchange data through shared memory in distributed
systems, in order to establish the possibility of randomly obtaining them from the main scheduler. They present a
general method of calculating these values by classifying distributed algorithms according to their scheme of access
to shared memory. In [7-9] the same problem is investigated, which is related to the generation of random numbers.
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In [10], the authors present an approach to managing computer network resources under the condition of
establishing trust in system components.

Thus, the development of a distributed anomaly detection system in computer systems is based on two
components: the development of a distributed system; use and improvement of anomaly detection methods.
Analysis of scientific results in these areas is the basis for creating a distributed system for detecting anomalies in
computer systems. At the same time, determining the effectiveness of the created systems by comparing them with
known solutions remains an urgent issue that needs to be investigated. To achieve this goal requires information
about the architecture of known distributed systems, which are analogous to the developed distributed systems.
Therefore, we will analyze the existing systems for detecting anomalies and intrusions into computer systems.

The closest software solutions to the developed system of detection of anomalies in local computer
networks according to the set task are network systems of detection of intrusions, network anti-virus programs and
non-commercial developments of the corresponding purpose.

The network system for detecting malicious software or computer attacks mainly has a centralized
management module [11-14]. This allows the system administrator to manage updates and settings of all network
settings from a single console. Network anti-virus tools are usually used in conjunction with anti-virus protection
tools for network nodes as the second level of protection [15]. With such an architecture of network systems, it is
recommended to use network and host parts from different manufacturers. For example, the system of protection of
hosts in corporate networks is used as a security technology in network systems [12, 16]. Its elements allow you to
control applications, web traffic and devices that connect. System functions are controlled from a single console.
The network system from Dr.Web [17, 18] is the application "Dr.Web CureNet!". It is built according to a
centralized architecture. Symantec Endpoint Protection is a network antivirus system. It provides the network
administrator with the necessary tools to deploy antivirus tools on the network [13]. A hardware-software system for
detecting malicious software and computer attacks was developed by Palo Alto Networks [19, 20]. The
Malwarebytes Endpoint Security network system [21] provides an extended set of local tools for detecting and
removing threats to computers on the network. Cisco® Network Admission Control (NAC) technology was
developed to protect all hosts on the network [17, 18]. The Kaspersky Administration Kit network system
implements independent work without intervention at the stage of research or identification of the
administrator [22].

Host tools designed to detect malware or computer attacks: Avast! [23], AVG Antivirus [24], AntiVir
(Avira) [25], BitDefender [26], Clam AntiVirus [20], etc.

Thus, the results of the analysis, in particular in [8, 9], show that host tools and network systems to detect
malicious software or computer attacks do not ensure its complete detection. Both manufacturers and users of these
tools agree with these results. The development and use of network detection systems based on the detection of
anomalies in nodes in the network is promising for improving the reliability of detection. But at the same time there
is a problem to prove the effectiveness of the developed distributed system. Therefore, a separate study requires the
study of parameters that affect efficiency, and the direct development of a method for calculating the efficiency of
the designed distributed systems.

The method for determining the efficiency of a distributed system

Research on the effectiveness of self-organized distributed anomaly detection systems in computer systems
is an important mandatory step, which is carried out to confirm the correctness, feasibility and feasibility of
developed solutions, including improved architecture, system integrity, anomaly detection method and implemented
system. .

To conduct a study on the effectiveness of the use of self-organized distributed systems to detect anomalies
in computer systems, it is necessary to determine the criteria for evaluation. Determining the specifics of the
application of the system also affects the choice of criteria for evaluating effectiveness.

Since the system in question is self-organized, it will function in virtually all functions without user
intervention and, therefore, the criterion that satisfies the user's requirements is to maximize the time in the system
when it does not involve the user to decide on further steps. work or its component, as well as changes in its
architecture. As a variable, ie an argument, in the function that will describe and set the requirements in this criterion
will be time, because it can be measured during the operation of the system. The time can be determined to
determine the entire period of operation of the system from the beginning of the system startup, during the working
day, as well as the time spent on the user's processing of certain system states. The time spent processing certain
states of the system by the user (system or network administrator) can be divided by the time determined when the
system is completely shut down and when part of it is running. This division allows you to take into account the
peculiarities of the processes that will occur during the period of operation of the system, and provides an
opportunity to correlate different time intervals.

Let tll — the time during which the self-organized distributed system functioned. Time will be determined
in hours. This is all the time spent on the work of the entire system, which includes the functioning of its individual
modules offline during the absence of the center and the functioning of the system in a disabled state, that is, the
time in a passive state between the periods of operation of the system. Thus, this is the time of the full cycle of
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operation of the system. We will introduce tzl,i- as the time of functioning of the system or its individual

components in the active state during i — the day where i = 1, 2, ..., d, d — the number of days of functioning of the
system, then the fair ratio tll =< 24 * d. Since, during the day, the system can be active or be inactive, when all
the computer stations in which it is installed are disabled, it is advisable to divide the time between these cases, and
also, we can consider the frequency for it, if you take a day as a time interval. As the time of stay of the system or its
individual components in an inactive state, when the computer stations in which they are installed are disabled, we
will enter the t?%,i- during i — the day where i = 1, 2, ..., d, d — the number of days of operation of the system, then
the following ratios will be fair:

th+ t3, =24, (t3, + t3)=d = tf, (1)

consider the time t7 - the time during which the self-organized distributed system functioned without the
intervention of the user or system administrator. Then, time t3 - the time during which the self-organized distributed
system functioned with user or system administrator intervention at the request of the system. The time when the
system functioned and there was interference of the user or system administrator will not be considered and will not
be taken into account in this case, since it refers to the time during which the anomalies related to the specifics of the
system will be investigated. Generally investigated time intervals are designated as t{, t7, t3, t3;, t3,. can be
attributed to the external characteristics of the system, such as the time when a user or system administrator
intervened without asking for such an action by the system's internal system characteristic. Given time values
associated with the ratio:

t7+ 6] = tl. 2

If we consider the time value t$, as taking into account the time during which the system or its component
was serviced by the user or system administrator and was completely inactive, we denote the value of t13'1, and the
time during which the system continued to work, and were served by the user or system administrator on its request
components, which is denoted by the value tf'z. In the case of determining the value tf'z, the presence of a working
component with a decision-making center of the highest level of hierarchy in the system is mandatory. Divide the
value ¢t at different time values that will characterize the time intervals in different cases: t; > — system uptime or
components with a decision-making center of the highest level of hierarchy in the system, when the user or system
administrator serves at the request of the system part of its components; tf'z'z — maintenance time components that
do not contain a top-level decision center in the system, user, or system administrator.

Using the entered numeric characteristics of the system, we determine the value 17, which will characterize
the share of time spent by the user or system administrator to maintain components that do not contain a higher-level
decision center in the system, using the formula:

3.2,2
= W 3)

t
1_
ry

Value 77 characterizes the case when a part of the system with a decision center of the highest level of the
hierarchy works and at the same time part of the system is served by the system administrator or user, but it is
considered that the time spent on maintenance affects the system and, therefore, the time of full independent
functioning of the system is considered. If it is not taken into account during the independent functioning of the
system, then we will introduce the appropriate value 1 and calculate it by the formula:

2 _
=

T ()

We will introduce a criterion for evaluating the effectiveness of work according to the coefficient K, based
on its ability to independently make decisions without involving a user or a system administrator. Values 7 and r

will be convergence to zero if time is minimized t?'z'z, but the convergence rate depends very much on the value

t3%1 5o given that they are close in value between them we will take them into account in the final representations

to determine the coefficient K; criterion for evaluating the effectiveness of work as follows:

14 .2
Tyt Ty
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The value of the coefficient K; calculated by the formula (5) will be averaged and more accurately
describes the given time value as a characteristic in the system. The criterion for assessing the effectiveness of the
system is as follows:

t3'2'2 t3'2'2
—1 1
t3'2'1— t3'2'2 t3'2'1 t3'2'1 3 t3'2'2—t3'2'2 3 t3'2'2
Klzf(t&z'l tslzz): : . = =2 et
’ & 1 1 b
1 1 2 e (e T
(322 321
K, — 0,npu mln(?:1 ),max(tl ) (6)

So, determining the coefficient K; the formula (6) allows you to evaluate the effectiveness of the system.
For example, if tf'z'l = t13.2.2’ then it is obvious that K; > 1 and the functioning of the system during the study was
ineffective.

Results obtained for efficiency criterion according to coefficient K; relate to the case for the total time of
the system functioning and can be clarified taking into account each component of the system. That is, for each
component of the system we will calculate the time of its functioning in different cases and present in the criteria for
evaluating the effectiveness of the system according to the characteristics in each of the components. The
component of a self-organized distributed system in a computer station in a network when analyzing its functioning
according to the time indicator can be attributed to one of the cases: functioning simultaneously with the component
in which the decision-making center of the highest level of hierarchy is located; functioning compatible with other
components of the system without the component in which the decision-making center of the higher level of
hierarchy is located; non-functioning and located in a computer system that is disabled; is non-functioning because it
is being processed by a user or system administrator. Taking into account that the components of the system create
parallel executable processes in different nodes in the network and the time intervals in which they are active are
different, the study of the functioning of the system according to the time indicator must be carried out throughout
the time of the system functioning as a whole or on average data during the day, since the active functioning of the
system is periodic.

We will introduce for each j — the components of the system such values that will characterize its
functioning according to time indicators, and j = 1,2, ..., N, N — the number of components of the system. For the
case of j = 0, that is, the components that contain a decision center of a higher level of the hierarchy, we will define
the time by its different states separately. Let t] ; — the time during which j functioned — that component of the self-
organized distributed system. That is, it is all the time spent on the work of j — that component of the system, which
includes the functioning in the following cases: offline in the presence of components with a decision center of the
highest level of hierarchy; in the absence of the center; functioning of the system components in a disabled state,
that is, the time in a passive state between the periods of operation of the system; A time period when a component
was not functioning and was maintained by a user or system administrator. Thus, we consider these four time
intervals as describing the time of the full cycle of operation j — that component of the system. Then, let's introduce
tzlli.}- as the time of functioning of j — the component of the system in the active state in the presence of components
with a decision-making center of the highest level of hierarchy during i — the day where i =1, 2,...,d, d — the
number of days of operation of the system. To characterize the period of absence of the center, but the functioning
of the system components, we will enter the value t31.1-.}- as the time of functioning of j — the component of the system
in an active state in the absence of components with a decision-making center of the higher level of the hierarchy
during i — the day where i = 1, 2, ..., d, d — the number of days of operation of the system. The functioning of j is the
component of the system in the disabled state, that is, the time in a passive state between the periods of operation of
the system to mean the characteristics of the value ti.i.}" The time interval when j — and the component did not
function, but was maintained by the user or system administrator, we set the value of tslll-.}-, in which this
characteristic is defined during i — the day wheni =1, 2, ..., d, d — the number of days of operation of the system.

Similarly, we will introduce time characteristics for components with a higher level decision center of the
hierarchy, that is, when j = 0. Enter the value 3 ;, as the time of functioning of the components with the decision-
making center of the higher level of the hierarchy during i — the day where i = 1, 2, ..., d, d — the number of days of
operation of the system. To characterize the absence period, components with a higher-level decision center of the
hierarchy due to its inaccessibility to the rest of the system components due to the definition of performing functions
to determine the further actions or steps of the system, we will enter the value t3,, during i — the day where
i=1,2,..,d, d — the number of days of operation of the system. Functioning of the system components with a
decision center of the higher level of hierarchy in the disabled state, that is, the time in a passive state between the
periods of functioning of the system to mean the characteristics of the value t; ; 5. The time interval when the system
component with the decision center of the higher level of the hierarchy did not function, but was served by the user
or system administrator, we set the value of t2, o, in which this characteristic is defined during i — the day when
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i=1,2,..,d,d- the number of days of operation of the system. We will establish the following ratio between the
time characteristics of the system components:

d yN ¢35 41
Z:_1zg_oNzk_2 ki j — t%.j' (7)

All components of the system are given time characteristics in such a way that they are parts of the system
for the entire functioning of the system and this is specified by the formula (7). But in the process of prolonged
functioning of the system, some of its components can be removed from it and for this case the following ratios are
fair:

N L1 _ vd N 1

Yicoti; = Xiz12j-o Ei:ztk.i.ja ®)
TN Yiath

t::LLC _ Zi= [_n?N k=2 k'!'[z t%.ja (9)

where t11'c — the average arithmetic value of the time components in the system throughout the entire period
of its functioning.

Determine the coefficient K5 for the criterion of estimation of the effectiveness of the system, based on the
entered characteristics and the obtained ratios specified by the formulas (7)-(9), to take into account the
characteristics that depend on the components of the system.

Using the entered numeric characteristics of the system components, we determine the value 1} j» which
will characterize the share of time spent by the user or system administrator to serve the j-th component by the
formula:

t3.?.2
ri = gEim. (10)
1. 1.
where tf:f'l — the time of operation of j-th components with a decision-making center of the highest level of
the hierarchy in the system, when the user or system administrator serves at the request of the system part of its
components, including the j-th component; ti.}z_.z — maintenance time for j-part that does not contain a top-level

decision center in the system, user, or system administrator.

Value 17 ; characterizes the case when a part of the system with a decision center of the highest level of the
hierarchy works and at the same time part of the system is served by the system administrator or user, but it is
considered that the time spent on maintenance affects the system and, therefore, the time of full independent
functioning of the system is considered. If it is not taken into account during the time of self-operation of the system,
then we will introduce the appropriate value 12 ;- For j-part and calculate it by formula:

t3.?.2

ri; = #h (11)
1.

We will introduce a criterion for evaluating the effectiveness of work for j-th component according to the
coefficient K ;, based on the possibility of part of the system to independently make decisions without involving the

user or system administrator. Values 1} ;jand ri ; will be convergent to zero if time is minimized ti‘?'z, but the
convergence rate is very dependent on the value ti‘}z.'l, so given that they are close in value between them we will
take them into account in the final representations to determine the coefficient K; ;. criterion for evaluating the
effectiveness of the work of j-th component as follows:

K, = 2" (12)

The value of the coefficient K, ;, calculated by the formula (12) will be averaged and more accurately

describe the given time value as a characteristic of j-of-that component in the system. The criterion for assessing the
efficiency of the j-part of the system is set as follows:

32,2

i ),nlax(t3'2.'1 . (13)

K;; — 0,npu min(t 1]

So, determining the coefficient K;; the formula (13) allows you to evaluate the effectiveness of the
functioning of the j-th component of the system. The general efficiency factor of the system, taking into account the
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time characteristics of the system components and the values of coefficients obtained from the formula (13), is
found by the formula:

KZ == HIEX(KZI{J,KZJ, - KZ.N) . (14)

The system performance criterion, which is set using the coefficient value K, similar to the case of K, will display
the best result when minimizing its value. Thus, the value of coefficients K; and K, will coincide to zero, provided
that there are no long-term failures in the system and its components, as well as in the absence of destructive effects
of malware and computer attacks on nodes on the network in which the system components are located, and short-
term maintenance work on the part of the user or system administrator. In addition, the obtained values of
coefficients that are calculated for a certain period of time will be taken into account when determining the further
actions of the system.

Experimental research on the use of a self-organized distributed system

The purpose of experimental research is to study the effectiveness of the functioning of the self-organized
distributed system and the reliability of anomaly detection in computer systems. The study of the effectiveness of
the functioning of the self-organized distributed system is necessary to establish the implementation of its functions
to maintain the integrity and coordination of the work of the system components. The reliability of the detection of
an anomaly in computer systems requires research to establish the possibility of its use in real conditions. The part
of the distributed system responsible for detecting an anomaly is implemented as an appropriate method in it, and its
testing will allow to evaluate the reliability of the detection of an anomaly in computer systems.

Therefore, consider testing the distributed system first with the disabled module responsible for detecting
an anomaly. Indicators that will be investigated are grouped by the following characteristics: communication time
between individual components; time of communication between the components of the system and the component
in which the decision-making center of the higher level of the hierarchy is located; communication time between
components depending on the number of active components that form the system; the time spent on the work when
the center distribution was carried out in the system, i.e. distributed center testing, and the time spent when the
center is not divided between the levels of the hierarchy, but is completely in one component.

Experimental studies with the developed self-organized distributed system were carried out in a local
computer network created using Ethernet technology with a data transfer rate of 1 GB/s between nodes in the
network. Since the messages for transmission between the components of the system contain a very small amount of
information, they are formed in short packages and we assume that each of them was transmitted in one package of
64 bytes.

The self-organized distributed system studied contained eight components, one of which was a decision-
making center of the highest level of hierarchy. Experimental studies were carried out within 50 days separately for
the case when the decision-making center was distributed among all components taking into account two levels of
hierarchy and also 50 days for the case when the decision-making center was placed only in one component. During
the entire time of the experiment, the time of sending messages, their number and recording of the time of receipt
were recorded. This was carried out in order to conduct a study of the time spent on communication in the middle of
the system itself. The results of experimental studies are presented in Table 1.

Table 1
Results of experimental studies on the effectiveness of the functioning of the self-organized distributed system
Ne Time value characteristics Time interval for the case when the time Time interval for the time spent
spent on the work of the system with the | on the system without distributing
distribution of the center, i.e. testing the center between the
with a distributed center, s components, s
1 The time between individual components 1,42 -2,61 1,41 -2,56
2 Communication time between the system 1,81 -2,87 1,67 -2,23
components and the component that hosts the top-
level decision-making center of the hierarchy.
3 Communication  time  between  components
depending on the number of active components that
form the system. Cases 3.1. Number of components 1,41 -2,51 1,27 -2,39
2-4.3.2. Number of components 5-8. 1,83 —2,81 1,72-2,43
4 Number of packages moved for the event under 7546 5788
study 1.
5 Number of packages moved for the event under 12458 8386
investigation 2.
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The results of experimental studies presented in Table 1 confirm the increase in the number of messages
transmitted for the case when the time spent on the work of the system with the distribution of the center, that is,
testing with a distributed center, compared to the case when the time spent on the system without the distribution of
the center among the components. In addition, the processing time of transmitted message packets increases because
the time is wasted.

To the work of the system with the distribution of the center, messages from the system components in
parallel at one time are sent to the components, which houses the decision-making center and is sent to all
components, unlike when the decision-making center, which is represented only in one component, independently
decides on communication with the rest of the component, which reduces significantly the number of messages
between components. But at the same time, the time costs for the transmission of messages are significantly small in
both cases, so the use of architecture with the distribution of the center between the levels of hierarchy in two
different types of system components is effective, which is confirmed by the results of experiments.

The next step in the processing of experimental studies is to determine the ratio of processing time and
functioning of the self-organized distributed system according to the introduced coefficients of its efficiency of work
K, and K. Since the time characteristics of the processes that took place in the self-organized distributed system
under study are fixed, in addition to the fact that they were used by the system itself to determine further actions, we
will use them to build function graphs according to its efficiency coefficients K; and K,. For the experiment, a
variant of the system was used with the distribution of the center between two levels of the hierarchy. Initially, the
case when the user or system administrator did not intervene was analyzed, then the time spent processing was zero
and, indeed, there were no costs associated with servicing part of the components in the system. The second case in
the experiment involved and was realized when the time of maintenance of system components by the user or
system administrator was significantly shorter than the entire system and when it was longer. The results of such
experiments are presented in Fig. 1. They refer to two parameters that characterize the system. These settings are the
system components' time in the site and the time it took the user or system administrator to process the event in a
computer station. Determining such time parameters will allow calculating the coefficients K; and K,. The time
intervals in the graphs are represented by time charts. Of the eight components, only three (4,5,7) required user or
system administrator interventions. The rest were not needed. The last ninth graph displays a summary time chart of
the entire system.
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Fig. 1. Time charts based on the results of experimental studies
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The value of coefficients K; and K, after the experiments are presented in Table. 2.
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Table 2
Coefficient values K; and K,
Ne System components maintenance time by the user or system System components maintenance time by the user or system
administrator was significantly shorter than the entire system administrator was significantly longer than the entire system
Case 1 Case 2
K, 0,00987567 0,04873418
K, 0,00986972 0,04873326

The obtained coefficients confirm the effectiveness of the proposed solutions and the developed distributed
system for its functioning in the computer network. In the second case, not large values of coefficients are justified
by the fact that for a long time only certain components of the system were served, and most components of the
systems functioned. This proves the effectiveness of using distributed systems of this type.

Also, according to the results of the experiment, it was found that when the decision-making center is
divided between the levels of the hierarchy, the efficiency in time is better, because processing at the lower level of
the hierarchy reduces the time of event handling compared to using one center. Reliability in the processing of an
anomaly in computer systems, which were artificially entered, is 0.8356, which is a satisfactory result and confirms
the sufficient effectiveness of the proposed solutions.

Conclusions

To evaluate the effectiveness of the proposed solutions, a method for calculating the effectiveness of the
use of a self-organized distributed anomalies detection system in computer systems has been developed. It uses two
entered criteria, the results of which are determined by the appropriate coefficients. In addition, the obtained values
of coefficients that are calculated for a certain period of time are taken into account when determining further
actions of the system.

Experimental studies with the developed implementation of a self-organized distributed system for
detecting anomalies in computer systems according to the obtained coefficients confirm the effectiveness of the
proposed solutions and the developed distributed system for its functioning in the computer network.
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AN APPROACH TO APPLICATIONS ARCHITECTURE MODELS ANALYSIS

A relevant problem of applications architecture model analysis was considered in this paper. Its significance is defined by
the fact that designed blueprints of software systems should be thoroughly checked for all potential inefficiencies in order to avoid
additional effort and costs for defect correction in later project stages. As a result, the research goal was defined as detecting
strong and weak points in software design solutions via applications architecture model analysis. The research objective was set at
the process of analyzing applications architecture models, and the research subject was set at the software solution for analyzing
applications architecture models. Existing software tools for applications architecture modeling and analysis were defined based on
an examination of general software development problems for applications architecture model analysis. The ArchiMate enterprise
architecture modeling language was chosen as the standard representation of applications architecture models to be analyzed
because there are nearly no alternatives to ArchiMate language for architectural description of enterprise application models that
are standardized, supported by most diagramming software, and exchangeable. The domain of applications architecture models
analysis was discovered, an approach to analyzing applications architecture models was proposed, a software solution for analyzing
applications architecture models was designed and developed, and it was used to evaluate applications architecture models that
represent web development patterns. The analysis results could be used by system or software architects to estimate the suitability
of applications architecture solutions for ongoing projects, detect flaws in specific architectural patterns, and reduce effort and costs
in later project stages.
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Amngpiit KOIII, Imutpo OPJIOBCHKUM, opyxan EPCOMJIEEH

HarionanpHuii TeXHIYHHI yHIBEpCHTET «XapKiBChKHI MOMITEXHIYHUN IHCTHTYT», XapKiB, Ykpaina

MIJIXIJT 10 AHAJI3Y MOJEJIEN APXITEKTYPU 3ACTOCYHKIB

Y yii poboti 6ys0 po3rIAHYTO aKTyanbHy pobsieMy aHanizy MOAENeN apXiTeKTypu 3acTOCyHKIB. Ii 3HaqeHHs
BU3HAYaeTeCsl TUM, YO PO3POBJIEH] POEKTU IPOrPaMHNX CUCTEM [10BUHHI OYyTU PETE/IbHO [MEPEBIPEHI HA HASABHICTb YCiX
TTOTEHLIVIHNX HELOJTIKIB, OB YHUKHYTHU AOAATKOBUX 3YCW/Ib [ BUTPAT Ha BUIPAB/IEHHS ACPHEKTIB Ha HACTYITHUX €Tarax POEKTY.
OTKe, METOK [OCTMKEHHS € BU3HAYEHHS CWIbHUX [ ClIaOKUX CTOPIH IPOEKTIB 3a [OMOMOIro0 aHasizy MOoAesew apxitTekTypu
3aCTOCYHKIB. METOI AOCTIIIKEHHS € MPOLIEC aHasIBy MOJENEH apXITEKTYpU 3aCTOCYHKIB, a MPEAMETOM AOC/IAKEHHS — MPOrpamMHe
PILLIEHHS A1 aHali3y MOJENEN apXiTeKTypH 3aCTOCYHKIB. ICHYIOqi nporpamHi 3acobu 415 MOLESIIOBAHHS Ta aHaslizy apXIiTekTypu
3aCTOCYHKIB Oy/ BU3HAYEH] HA OCHOBI OI/ISAY 3araslbHux rpobsieM po3po6Ku MPorpamMHoro 3a0€3MeYeHHs /18 aHamsy Mogenes
apXiTekTypu 3aCcTOCyHKIB. MoBa MoZe/oBaHHS apXiTekTypu rigrpmuemctea ArchiMate 6ysia obpaHa sk CTaHAapTHE NMpPeACTaB/IeHHS
Mogenert apXiTEKTypu 3aCTOCYHKIB, SKi MA/ISraoTb aHanisy, OCKITbKU Maibke HeMae anbTepHatus mosi ArchiMate ans
apXITEKTYPHOro OrnCy MOAENEN KOPropaTUBHUX 3aCTOCYHKIB, SKI CTaHAAPTU30BAHI, MATPUMYIOTECS OIIbLUICTIO 1POrPaMHOro
3a6e3reyeHHs] [ CTBOPEHHS JlarpaM, a TakoX € MpuaatHuMy /1S 0OMiHY. PO3ITISHYTO MPEAMETHY 06/IacTb aHasmzy mogenes
apPXITEKTYPU 3aCTOCYHKIB, 3aIMPOMOHOBAHO 1iAXid A0 aHamizy MoJesevi apXiTeKTypu 3aCTOCYHKIB, CIIPOEKTOBAHO Ta PO3POBJIEHO
MPOrpamMHe PILIEHHS 4715 aHanizy MoJeser apXiTekTypu 3acTOCyHKIB, 3a AOMOMOrow S[Koro 6y/m rpoaHasi3oBaHi Mogesi
apXITeKTYpH 3aCTOCYHKIB, YO MPEACTAB/IAIOTL COBOK LWAb/IOHN BEG-pO3PObKN. Pe3y/ibTatv aHasiizy MOXyTb 6yT BUKOPUCTAHI
apXITEKTOPamMn cuUCTEM abo MpPOrpamMHoro 3abe3rnedyerHHs1 A5 OLiHKU PpuAaTHOCTI PIlleHb LOAO apXITEKTYpu 3acTOCYHKIB A1
[I0TOYHUX [IPOEKTIB, BUSB/IEHHSI HEAOJIKIB Y KOHKDETHUX GPXITEKTYPHUX LIAO/IOHaxX Ta 3MEHLLEHHS 3YCu/lb | BUTPAT Ha HaCTYITHUX
erarnax rpoeKTy.

KIto4OBI C/10Ba: apXiTEKTypa 3acTOCYHKY, MOAE/L 3aCTOCYHKY, aHa/li3 MOAEsN, apXiTeKTypa rigrnpueMCTBa, porpamMHe
PILLeHHS.

Introduction

According to the IEEE standard (1471-2000), architecture is the fundamental organization of a system,
embodied in its components, their connections with one another, and the environment, as well as the rules
controlling its design and development [1]. Because the modern enterprise is a complex system comprised of several
interconnected areas, the enterprise architecture describes the components, their relationships, and the principles
underlying this system [2]. Enterprise architecture development aims to identify explicit links and dependencies
between various organizational domains such as business architecture, information architecture, applications
architecture, and technical infrastructure. Architectural development is concerned with describing the parts that
comprise an enterprise and how they interact in order to improve the understanding and vision required to
successfully design a business architecture and information technology. According to industry practitioners, the
most significant but also most complex organizational area is the relationship between business architecture and
application, and IT (Information Technology) architecture [1].

Leading organizations create application and IT architecture with industry-proven technologies that
decrease architectural documentation duplication, shorten development cycle times, and provide consistent
vocabulary that promotes consistency in architectural descriptions. Some of these technology providers have entered
the Gartner Magic Quadrant for Enterprise Architecture Tools’ Leadership [3].
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One of the first tools to support the business architecture technique was ARIS Business Architect (Software
AGQG). The ARIS product has its own methodology and does not support TOGAF, the Zachman Framework, or
similar frameworks. The ARIS (Architecture of Integrated Information Systems) methodology is a comprehensive
approach to developing and analyzing business process models, as well as modeling the overall enterprise
architecture. The ARIS technique (also referred as “ARIS House™) distinguishes five sorts of representations:
organizational, functional, process, data description, and outputs. ARIS includes integration modules for the SAP
system. Among the significant flaws is the ARIS closed metamodel, which prevents changes to the approach to
business architectural management and the introduction of new types of objects [4]. ARIS prioritizes business
process management and business architecture over application and IT architecture, which are viewed as just
supporting the execution of business operations and are not at the heart of ARIS methodology and its software
solutions.

The MEGA Suite (MEGA International) is a comprehensive enterprise architectural management solution
that includes tools for modeling, control, transformation, communication, project planning, and strategic migration
from as-is to as-should. Unlike ARIS, MEGA is a highly configurable meta-modeling tool that supports
international TOGAF, DoDAF, and Zachman Framework standards, as well as modeling in ArchiMate, BPMN
(Business Process Model and Notation), and UML (Unified Modeling Language) notations, and contains libraries of
industry standards eTOM, ITIL, and APQC [4]. By our opinion, the one advantage of MEGA over ARIS is support
for ArchiMate and UML modeling standards; nonetheless, this software solution is still focused on the management
prospect of EA rather than the application and IT domains in particular.

Visual Paradigm, a significant participant in the software modeling area, has begun to support the
ArchiMate modeling language [S]. The vendor of Visual Paradigm claims that their product is a powerful and
intuitive diagramming tool for architecture modeling that supports: drag-and-drop editing interface; precise shape
positioning with alignment guide; many formatting options for shapes and connectors; and color categorization of
shapes [5]. Visual Paradigm has debuted its online ArchiMate modeling software, which is marketed as the most
capable and user-friendly corporate architecture modeling software on the market [6]. It has an easy-to-use user
interface and drag-and-drop capabilities, which reduces modelers’ learning curve when creating ArchiMate
diagrams. This online program also supports Microsoft Visio import and interaction with Microsoft Office. PDF and
graphic formats are among the export possibilities. The most significant advantage of Visual Paradigm Online for
ArchiMate modeling is that it does not require downloading or user registration and login — diagrams may be built
on the go; all that is required is to access the product’s web page. Obviously, such a product is far better suited for
application and IT architecture design than ARIS, because it not only supports ArchiMate (while ARIS only
supports its own notation for application and technical enterprise modeling), but also UML diagramming
capabilities to explode ArchiMate application components into detailed low-level software descriptions.

In addition to the commercial products discussed, Archi, an open source cross-platform tool that supports
The Open Group TOGAF and ArchiMate approaches, is worth considering. The Archi enterprise modeling tool is a
modular framework built on top of the Eclipse integrated development environment (IDE), allowing architects or
software developers to write plugins in Java [4]. Because of its free availability, this program can be used in place of
the paid ARIS and MEGA solutions for working on minor, particularly educational, projects. Archi’s open source
distribution enables practically anyone to improve its features at no additional expense [7].

Despite the ease of use of Visual Paradigm Online for ArchiMate modeling, this tool has a significant
drawback: it only allows the user to make and publish designed application and IT architecture solutions in PDF or
graphical image formats, which are fine for human reading but cannot be processed by computers. In turn,
ArchiMate supports the exchange file format enabling diagram export and interoperability with other modeling
applications. This format is based on XML (eXtensible Markup Language), but it only follows a specific schema
[8]. In terms of analytical capabilities, the examined products are more concerned with diagramming than with
analyzing developed architectural solutions. Archi includes built-in validation for EA models, whereas this
technique just checks for inconsistent modeling element usage (missing connections, duplicated or unused
elements).

Problem statement
In general, applications architecture modeling is a phase of requirements analysis in the software
development life cycle (SDLC). As a result, the following relevant activity inputs and outputs have been discovered
and displayed on the context IDEFO/SADT (Structured Analysis and Design Technique) diagram shown below (Fig.

1.
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Fig. 1. The context diagram of the applications architecture models analysis process

The context diagram shown above provides a basic overview of the entire applications architecture models
analysis and how the software system that should be implemented can support this activity. Clearly, the proposed
activity is a complex business process comprised of the following sub-activities: analyze requirement specifications,
create blueprints for applications architecture, model and analyze applications architecture, brainstorm to identify
architectural flaws and bottlenecks; provide a solution to the product owner.

Fig. 2 shows the decomposed IDEFO0 diagram of the applications architecture models analysis process.
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Fig. 2. The decomposition diagram of the applications architecture models analysis process

As shown on the context diagram (see Fig. 1) and the IDEF0 decomposition diagram (see Fig. 2), the
following inputs and outputs are used by and produced by the considered business process:
— the software requirements specifications and other customer interview records are used as inputs for the
preliminary design of the applications architecture;
— design patterns, modeling standards and languages, as well as documenting conventions for applications
architecture modeling are used to retrieve the architectural solution;
— all of the considered activities are carried out using: a requirements catalog or even management system
(e.g. Jira Software for large agile projects), applications architecture modeling software (e.g. ArchiMate or Visual
Paradigm), and the version control system (usually decentralized are used now, such as Git).
Using the business process model (Fig. 2), it was discovered that the sub-process associated with
brainstorming architectural mistakes and bottlenecks is a bottleneck of the applications architecture models analysis
process. Following the completion of such an activity, the refined architectural solutions are demonstrated to the
product owner or another customer’s representative. This means that step 4 (see Fig. 2) will need to be improved
with the addition of a specialized software solution for analyzing applications architecture models.

MDKHAPOJITHUI HAVKOBHIA KYPHAJI .
«KOMIT’IOTEPHI CUCTEMH TA IHOOPMAIINHI TEXHOJOTI'TI», 2022, No 2

25



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Fig. 3 depicts the IDEFO decomposition diagram of the considered activity (step 4) with the introduced
software solution to be developed.
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Fig. 3. Decomposition diagram of the brainstorming sub-process to find architectural mistakes and bottlenecks

The sub-process, as depicted in the decomposition diagram (Fig. 3), includes the following tasks:

1) choose an applications architecture model (or models) for analysis;

2) review analysis results (after the analysis procedure is completed);

3) make necessary architectural changes (based on decisions made when analysis results were obtained and
taken into consideration);

4) analyze changed applications architecture models (in order to check whether they require additional
analysis and changes).

The special arrow in red indicates that the software solution for applications architecture models analysis
will be used to obtain initial recommendations after analyzing the original model, as well as to perform double-
check analysis of models modified based on analysis results.

Proposed approach to applications architecture models analysis

The ArchiMate applications architecture model represents a graph data structure that is widely used in
computer science and its applications in the domain of software engineering [9]. For graph-based data structures,
such as ArchiMate applications architecture models, link analysis (or network analysis) methods commonly used in
system analysis can be used to evaluate system structure and draw conclusions about its properties and features.

In mathematics (graph theory), a graph is defined as a structure that represents a collection of objects, with
some pairs of objects interconnected. Objects that correspond to some terms, concepts, or other mathematical
abstractions are referred to as “vertices” (also known as nodes or points), and each connected pair of vertices is
referred to as a “edge” (also sometimes called links, arcs, or lines). A graph is typically represented in schematic
(visual or rather graphical) form as a set of points or circles for vertices connected by arcs (if the links are directed)
or edges [10].

For example, a segment of an applications architecture model created with the ArchiMate language (see the
upper part of Fig. 4) could be represented using the directed graph shown below (see the bottom part of Fig. 4).
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Fig. 4. An example mapping between an applications architecture model and a graph-based data structure

The most basic and elementary measures of directed graphs are the following [10]:

— |V] — is the number of vertices in a graph G;

— |E| — is the number of edges in a graph G;

— dg(v) — is the degree of a vertex in a graph G, which represents the number of incident edges (vertex
degree is sometimes referred to as “valency”);

—dJ(v) - is the in-degree of a vertex in a graph G, which means the number of incoming edges;

— d2¥(v) — is the out-degree of a vertex in a graph G, which means the number of outgoing edges.

Using these elementary measures of a directed graph built on the basis of the ArchiMate applications
architecture model, the following system analysis measures could be calculated:

1) connectivity:

AZ =%'Zvevdaﬁf’)i (1)
2) resilience:

1 1
Razg'Zvada(Vj"m—_l—l: )
3) centrality:
ZE,-Ey{max{det'vj}—dei'u)]
— rEV .
Ce (|v]-1)-(|v|-2) ' (3)

4) irregularity:

212

€ = JEUEV [da (v) — W} - 4)
Using these measures (1 — 4), the following n-space vector X = (xy,%5, ..., X;) [11] could be obtained as a
“footprint” or “image” of a specific ArchiMate applications architecture model. In our case, the elements of vector X
are determined by the previously discussed measures, hence, 1 = 4. Consequently, applications architecture is based
on design patterns. Obviously, those patterns, like any other pattern, have advantages and disadvantages. Patterns
are used implicitly when designing applications architecture. They are mostly derived from the knowledge and
experience of system engineers. However, architectures that appear to be faultless on “blueprints” may contain

hidden threats during software implementation, testing, and even maintenance.
As a result, in order to avoid extra costs and efforts in the late SDLC phases, it is necessary to recognize
design patterns within created applications architecture models [12]. When compared to a specific applications
architecture model represented also using the 1-space vector § = (54,5, ...,5,) [11], design patterns described as
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images X could be recognized using similarity measures. Since we need to check a given model for matching with
multiple patterns, the set of design pattern images P = {X;, X5, ..., X,,}, where m is the size of the design pattern
collection used as “ideal” images, could be considered [11].

It is proposed to use the Euclidean distance to assess the similarity of design pattern images and
applications architecture models under consideration [11]:

DS, X) = [Ty (xy—s,) (5)

Obviously, other similarity and distance measures could be used instead of (5), but for the current proof-of-
concept implementation, stopping at the most well-known Euclidean distance measure is sufficient.
The pattern with the greatest similarity, i.e. the shortest Euclidean distance, should be used as the reference:

X* =argmin{D(S, X,)}, (6)
X;,i=1m

where X* — is the pattern chosen to serve as a reference to provide suggestions.

Applications architecture design patterns discovered using (6) should be used to generate such
recommendations based on the benefits and drawbacks of these patterns. Models of applications architecture
describe software architecture as a system of interconnected application components [13].

Therefore, the following system design patterns [14], [13] can be considered:

1) if applications architecture model is the most similar to the sequential pattern, then following
recommendation should be obtained “Development: easy, Cost: inexpensive, Flexible: yes, Reliability: moderate,
Extension: easy, Robust: no”;

2) if applications architecture model is the most similar to the ring pattern, then following recommendation
should be obtained “Development: difficult, Cost: moderate, Flexible: no, Reliability: high, Extension: easy, Robust:
no”;

3) if applications architecture model is the most similar to the radial pattern, then following
recommendation should be obtained “Development: easy, Cost: expensive, Flexible: yes, Reliability: high,
Extension: easy, Robust: yes”;

4) if applications architecture model is the most similar to the tree pattern, then following recommendation
should be obtained “Development: easy, Cost: moderate, Flexible: yes, Reliability: high, Extension: easy, Robust:
no’’;

5) if applications architecture model is the most similar to the mesh pattern, then following
recommendation should be obtained “Development: difficult, Cost: expensive, Flexible: no, Reliability: moderate,
Extension: difficult, Robust: yes”.

All of the patterns under consideration should then be accompanied by their respective image vectors for
use in applications architecture model analysis — P = {X;,X5, ..., X, }. Recognized design patterns should then be
demonstrated with their obtained similarity measure values, each of which demonstrates the closeness or vice versa
— incompatibility (for those patterns that were unexpectedly suggested as the analysis results) of the designed
applications architecture model with the best practices. Such “suspicious” cases should then be displayed to a user
(e.g., a system architect or analyst) to aid in the decision-making process for the architecture design of the software
solution.

Design and development of the software solution

Let us now describe the proposed architectural solution's structure. We can begin with a description of IT
infrastructure as the foundation for all proposed software systems. This layer includes the following structure
elements:

— VCS (Version Control System) repository, which is a catalog in a file system that is under VCS control,
and all changes in this catalog are tracked by VCS software, such as Git or Subversion;

— VCS file system, which is a built-over traditional file system that extends it with specific operations for
version control management of stored files in a repository; (e.g. commit, push, pull, clone operations etc.).

The following behavior elements of the proposed architectural stack’s IT infrastructure are:

— the process of software (and user) interaction with the VCS repository of applications architecture
models;

— the services that VCS repository capabilities offer to software and users for accessing stored applications
architecture ArchiMate models.

ArchiMate architecture models are stored as XML (eXtensible Markup Language) files in the OMG
(Object Management Group) open exchange file format as information elements of the IT infrastructure of the
depicted architectural solution.

The following structural architecture elements of the proposed architecture solution belong to the
applications layer:
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— Microsoft Power BI application (free desktop version) used to demonstrate analysis results as the user-
interface solution for end users;

— software component (it is planned to create Java enterprise web application) that implements applications
architecture models analysis approach considered before.

According to the proposed solution, behavioral software application elements are:

— the process of applications architecture models analysis;

— services of applications architecture models analysis provided to system analyst or system architect.

Java objects, also known as Java Beans, are information elements of the depicted architectural solution’s
applications layer. The proposed solution’s business architecture layer depicts the activities of end users (system
analysts or system architects), who should obtain recommendations for applications architecture model
improvement via analytical reports to which Java objects are translated and displayed via Power BI. The developed
solution’s software architecture should be client-server in nature.

Spark Framework, a simple and expressive Java web framework built for rapid development, was used to
implement web-based API (Application Programming Interface). Spark’s goal is to provide an alternative for Java
developers who want to create web applications that are as expressive as possible while using as little boilerplate as
possible. Spark Framework is designed with a clear philosophy to not only make you more productive, but also to
improve your code under the influence of Spark’s sleek, declarative, and expressive syntax [15]. The Java
application can pass JSON objects to the Power BI user interface using the Spark Framework.

Power BI is a Business Intelligence (BI) and Data Visualization tool that converts data from various
sources into interactive dashboards and BI reports. Power BI suite includes a variety of software, connectors, and
services, including Power BI desktop, SaaS-based Power BI service, and mobile Power BI apps for various
platforms. Business users use this set of services to consume data and create BI reports [16]. Because of these
features and benefits, Power BI was chosen to implement a user interface that could contain applications
architecture models analysis reports that could be shown to software and system architects.

Fig. 5 depicts the software components UML diagram of the software solution for applications architecture
models analysis.
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Fig. 5. The software solution’s component diagram
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The software solution is comprised of three major components, as shown in the diagram above (Fig. 5):

1) “ArchiMate Translation Service” component, which is in charge of extracting ArchiMate files from VCS
repositories and translating them into Java objects for further processing;

2) “ArchiMate Measurement Service” component, which is in charge of calculating metrics (defined in
section 2.1) for processed applications architecture models, the structure of which is already represented as Java
objects;

3) “ArchiMate Suggestion Service” component, which is in charge of calculating the distance between
applications architecture models and pre-defined structure patterns of systems analysis and producing appropriate
recommendations.

As shown in Fig. 5, the considered software components rely on data access objects that are in charge of
managing the data store and maintaining collections of Java objects that describe the structure of processed
ArchiMate models. The user’s workstation only contains the Power BI software and the respective analytical
reporting application, which connects to the Java application via the JSON-based web API implemented with the
Spark Framework.

Applications architecture models analysis using the software solution

To test the operability of the developed software solution, the following set of applications architecture
models were chosen and presented in ArchiMate language, while originally belonging to the resource “Catalog of
Patterns of Enterprise Applications architecture: Web Presentation Patters” [17]. Given the dominance of web
applications today, it is important to detect the system design opportunities or threats of specific web development
patterns.

Fig. 6 depicts the first part of the ArchiMate language’s applications architecture models.

An input An application
controller  EEEE— controller

Handler Abstract
Command

_—
A domain

Aview

Concrete Concrete
Command 1 Command 2

Application Controller Front Controller

Model

View Controller
Page Controller

Model ‘ View

Model View Controller Page Controller

Fig. 6. The collection of applications architecture models that are used for analysis (first part)

Fig. 7 depicts the second part of the ArchiMate applications architecture models that have been prepared
for analysis.

Entity

Stage 1

Model Entity Helper Web Page
— e

Screen

Template View

Model Transformer HIML

e ! | N, Stage 2

\J

Transform View

Two Step View
Fig. 7. The collection of applications architecture models that are used for analysis (second part)
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Despite the fact that these models appear to be quite simple, they demonstrate essential web enterprise
application development approaches, which analysis may be used by system or software architects to avoid defects
and vulnerabilities in the future by making decisions during the design stage rather than fixing errors during the
testing or even maintenance phases of the project’s lifecycle.

The recommendations on web enterprise application solutions to use should be provided. Let us start with
the models that have flaws and are not recommended for use:

— “Application Controller” is costly to maintain, despite its robustness;

— development of a “Page Controller” solution is difficult, and it is not flexible;

— “Template View”, “Transform View”, and “Two-Step View” are inexpensive to maintain, but they
provide moderate reliability.

As a result, “Model View Controller” (see Fig. 8) and “Front Controller” (which are sometimes considered
as part of the “Model View Controller” solution) could be recommended as better solutions for enterprise
applications architecture design, where high reliability and flexibility, moderate cost of maintenance, and ease of
development and extension are important system design features despite a lack of robustness.

Architecture model
Application Controller
Front Controller

@ Model View Controller file
Page Controller
Template View
Transform View
Two-Step View

description author

Web Presentation Pattern Martin Fowler

ModelViewController.xml

project industry

Patterns of Enterprise Application Architecture System Design

organization timestamp
KhPI Tue Mar 30 17:50:57 EEST 2021
Suggestions
Tree moderate easy easy yes high no 2.01
pattern Cost Development Extension Flexible Reliability Robust similarity
Components dependency Structure measures
@ Depending compenents @ Components depends on 0.67 267 2 3
density avgDegree minDegree maxDegree
4 1.00 0.50 141
Mode _ connectivity resilience centrality irregularity

centrality = components dependencies
imbalance

resilience = unnecessary
dependencies

Contraller

Architectural components

0.50

Fig. 8. Obtained results for the “Model View Controller” model

1 2 0.00 2.00

The obtained results (see Table 1) are supported by nearly two decades of “Model View Controller”
(MVC) dominance in enterprise application development as a result of its concept of never combining data and
presentation.

Table 1
Detailed results for the “Model View Controller” model
Pattern Cost Development Extensibility Flexibility Reliability Robustness Distance
Tree Moderate Easy Easy Yes High No 2.01
Connectivity Resilience Centrality Irregularity
4 1.00 0.5 1.41

A plethora of web enterprise frameworks are either completely based on or can support MVC principles of

application design and development.
Conclusions

In this paper, a relevant problem of applications architecture model analysis was considered. Its
significance is defined by the fact that designed blueprints of software systems should be carefully checked for all
potential inefficiencies in order to avoid extra effort and costs for defect correction in later project stages. As a
result, the research goal was defined as detecting strong and weak points in software design solutions through the
analysis of applications architecture models. The process of analyzing applications architecture models was
designated as the research objective, and the software solution for analyzing applications architecture models was
designated as the research subject.
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Existing software tools that support applications architecture modeling and analysis were defined based on
an analysis of general software development problems for applications architecture models analysis. The ArchiMate
enterprise architecture modeling language was chosen as the standard representation of applications architecture
models to be analyzed. The following tasks were completed in order to achieve the study’s goal:

1) the problem domain of applications architecture models analysis was discovered;

2) the approach to analyzing applications architecture models was proposed;

3) the software solution for analyzing applications architecture models was designed and developed;

4) the software solution was used to examine applications architecture models that represent web
development patterns.

The results of the analysis could be used by system or software architects to estimate the suitability of
applications architecture solutions for ongoing projects, detect weak points in certain architectural patterns, and
reduce effort and costs in later project stages.

In the future, this approach and software tool should be expanded to analyze not only applications
architecture, but also remaining domains of enterprise architecture, such as business architecture (organizational
structure, business processes, etc.) and technological architecture (IT infrastructure including system software,
hardware etc.). In addition, the set of system design measures could be expanded in the future, and alternative
distance measures could be used.
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HARDWARE AND SOFTWARE SYSTEM OF LIGHT VISUALIZATION OF SOUND
SIGNALS

The paper proposes a hardware and software system for light visualization of sound signals. The paper goes through
performance requirements, system design process and practical solutions for audio visualization. The paper differs from the present
solutions because it not only shows the end results, but also goes through design process, decision-making and performance
measurements.

There are many methods that are practically used for audio visualization: amplitude visualization, spectral visualization,
frequency visualization etc. One of the most interesting and common methods is spectral visualization of audio signals. This method
s based on a mathematical model of obtaining the frequency spectrum of an audio signal using fast Fourier transform (FFT) and
subsequent visualization of this spectrum.

The proposed solution is designed with high performance and low latency in mind and shows practical applications of
hardware and software-based optimization techniques. Also, the paper describes several visualizations technics and gives an
overview on possible visualization improvements.

Key words: hardware and software, performance, audio signal visualization, fast Fourier transform (FFT), analog signal
processing.

Bborman I'VHBKO

HarionansHuii yHiBepcuTeT «JIbBiBCbKa MOJITEXHIKA»

ATTAPATHO-ITIPOTPAMHA CUCTEMA CBITJIOBOI BI3YAJII3AIIIL 3BYKOBUX
CUT'HAJIIB

GucTemy OrpaLitoBaHHs CUMHAINIB € HaA3BUYAIHO BaXKITNBOIO CKIIAA0BOIO Cy4acHOI eNIeKTPOHIKN. Came aHa/10roBi curHam
€ OCHOBHUM [KEDESIOM [HGOPMALII PO HABKO/MLLUHIV CBIT. AyAi0 CUrHam SK pPi3HOBUL aHASIOr0BUX CUTHA/B € HAA3BUYaUHO
TIOLLIMPEHUM CIIOCOBOM NEPEAAaYi IHdopmaLii.

Cucremn 06pobku Ta Bi3yanizauii ayaio CurHasia 3aumMaroTb 3HaYHy YacTuHy cpepm o6pobku CurHasiiB. Bizyasnizalis ayaio
CUrHasliB L[OroMarae BuUpiLLyBaTH 6arato pakTWYHUX 3aBAAHHS Ta L[O3BOJISE JIIOASM Kpalye yCBIAOM/IIOBATH rpuposdy Ta
B/IACTUBOCTI ayAio curHamis. CucTemu Bi3yasizalii aygio CUrHasiiB MOXHAE 3yCTDITU SK B MPOQGECIHIHUX MIPOrpamax, Harpukian
nporpamax 415 06pobku ayAio TPEKIB, TaK I B POrpamMax 3araibHoro rnpu3HaqYeHHs], Takux K Harpukias ayaio rnaeepy.

€ 6arato criocobiB SKi NPaKTMYHO 3aCTOCOBYIOTLCS A/1 Bi3yasni3auli aydio: amiviitygHa Biyasizauls, CrieKTpasbHa
BI3yasizalis, YactoTHa Bizyasi3auis 1a iHwi, OQHUM 3 HaUuLIKaBILLMX Ta HaubIfIbLL MOLMPEHNX CITOCOGIB € CIIEKTPAa/IbHA Bi3yali3alis
ayaio curHanaiB. B OCHOBI LbOro MeTogy J/eXuTs MarteMatuydHa MOAE/b OTPUMAHHSI YacTOTHOIO CrIEKTPY ayAio CurHaay 3a
ZOIMOMOror0 LUBUAKOIO NEPETBOPEHHS @yp'e (LUIN®) Ta nogasblua Bi3yasnizalis Uboro CriekTpy.

B i cTatTi po3rnisaaoTbCs NpakTuyHi METoan O6pobku Ta Bisyas3auli ayglo curHasnis, criocobu onmumizalii
MIPOrpPamMHOro 3a6e3MEeYEHHS], KPUTEDII OLIHIOBAHHS IMPOAYKTUBHOCTI CUCTEMM Ta CrIOCOOU L[OCSIIHEHHS HEOOXIAHNX CUCTEMHUX
napameTpis. Y npoueci AOCTAKEHHS IPOBEAEHO aHasli3 ICHyIOYMx METORiB 06pobKu Ta Bi3yaszauii ay4io CUrHasis, BA3HaYEHO
ONTUMAJIBHI  1aPaMETPH  anapaTtHoro 3a0e3re4eHHs1 Ta KOMIIOHEHTIB CUCTEMU @ TAKOX BUSHAYEHO TEXHIYHI X3PaKkTepUCTUKMN
PO3po6/IEHOI cucTemu.

Pe3y/ibTatoM rpoBEAEHOI pob0oTH CTasa fporpaMHo anapatHa cicrtemMa [/18 CBIT/I0BOI Bi3yasizauii 3ByKOBUX CUIMHA/IIB.
CTBOpeHa cicTemMa BUKOPUCTOBYE MIKDOKOHTPOJIED K anaparHy 6a3y A/19 OrnpautoBaHHs ciurHamiB 1a LED cTpiuky A41g CBIT/I0BoI
Bi3ya/izauii CriekTpasibHoOI XapaKTeEpUCTUKN CUTHATY.

Kimo4oBi ¢/10Ba: anaparHe T1a nporpamHe 3a6e3reqeHHs], MpoAyKTUBHICTb [IPOrpamu, Bi3yasi3allisa 3ByKOBOro CUrHalsy,
wiBnAKe nepeTBopeHHs Qype (LLUMN®), o6pobka aHaoroBoro curHary.

Introduction

Demand on audio signal processing systems is rising each year. Systems that visually represent audio
signal are very important part of current digital world because they expand the perception of audio signals which
helps humans better understand the signal nature, simplify the process of audio editing and makes the exploration
process easier.

There are several popular technics for audio visualization, the most popular being amplitude visualization
and spectral visualization. This article goes into details of spectral visualization of audio signals. The project uses a
microcontroller unit (MCU) to process audio signal. MCU resources are limited, so a high level of optimization is
required to ensure high system performance can be reached. Signal spectrum is calculated using Fast Fourier
transform (FFT) [1]. After FFT calculation, spectral characteristic of the signal is visualized on the LED strip.

There are many parameters which impact system performance, most significant being: system architecture,
FFT size, audio sampling frequency, complexity of visualization function and number of LEDs in LED strip. It is
critical to make the architecture as optimized as possible, so this article describes the investigation on which settings
can be used to result in a system which satisfies real time visualization requirements.
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Related works

There are several works related to applications of fast Furrier transformation (FFT) on microcontrollers:

. Basics of FFT algorithm on MCU [2] describes the basic ideas and shows the results of FFT
algorithm performed on MCU.

. Develop FFT apps on low-power MCUs [3] goes into math behind the FFT and gives a general
idea on audio sampling and signal processing.

. Practical FFT on microcontrollers using Common Microcontroller Software Interface Standard
(CMSIS) Digital Signal Processing (DSP) [4] talks about usage of DSP library, its benefits and possible problems.

However, described works does not provide solution for light visualization of audio signals, instead they
give general idea on FFT algorithm, its usage and expected results. Also, described works does not go into topic of
audio sampling, design of visualization system and its characteristic.

Therefore, the purpose of this study is to design the high performance, low latency system which will
combine the FFT algorithm with audio sampling to prepare the data which will be visualized on LED strip.

Proposed methodology

There are several approaches that are used to visualize the audio signal, the most popular being amplitude
visualization and spectral visualization.

Amplitude visualization isn't the best solution when visualizing audio on LED strips because amplitude of a
signal at a given moment of time does not carry much information, for example playing the same song on different
volume levels will result in different amplitudes even though the song is the same.

The better approach is to sample audio during some period of time, then apply fast Fourier transformation
(FFT) [1] to it, which will convert the signal from amplitude domain into frequency domain, and then visualize
frequency domain of the signal.

Microcontrollers are very limited in terms of available system resources, hence choosing the right system
parameters and making the design performance and latency optimized is critical.

Following chapters describe what the design of such a system might be, which limitations are present and
how to overcome them.

Choosing the hardware

There are several requirements when choosing the microcontroller for this project, most curtail being: fast
CPU core to calculate FFT, availability of fast peripheral interphases to output the data to the LED strip, presence of
high-performance ADC to sample audio signal. Also, presence of the DMA channels is preferable so audio
buffering operations can be offloaded from the CPU core.

PSoC 64 (CYS8CKIT-064B0S2-4343W) satisfies all the requirements described above and also provides
user-friendly APIs alongside with great documentation, therefore this microcontroller was chosen as hardware
platform for this project.

Here is a list of PSoC 64 hardware that is used in this project:

. 100 MHz ARM Cortex-M4 (CM4) core

. 12-bit ADC capable of sampling in speeds up to 2 Giga samples per second
° SPI interphase

° DMA channels

When choosing an LED strip, the choice fell on the WS2812B, as this type of strip has a relatively simple
control interface, provides full coverage of RGB spectrum and has a low price compared to other types of LED
strips, which makes the WS2812B ideal for this project.

Generally, other types of LED strips can be used, but one thing to note is that it is preferable to have a LED
strip with fast response time and rapid data transfer speeds to minimize data transition time.

Overall system architecture
To satisfy high performance and low latency requirements, there are several hardware and software
optimizations that need to be done.
Fig. 1 shows the overall system architecture for this project.
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Fig. 1. Overall system architecture

As can be seen from the Fig. 1, a DMA channel is used to put ADC samples into audio buffer and another
DMA channel is used to output LEDs data buffer through SPI to the LED strip. Such usage of DMA offloads a lot
of work from CPU, which has noticeable positive impact on system performance.
Two buffers with same size are used for audio samples. While one buffer is getting processed by CPU,
another buffer is being filled with ADC samples. This means that audio signal is sampled continuously and no data
is lost as long as FFT and RGB values calculations are executed faster than new audio buffer is ready (later this
article describes which system parameters will satisfy this requirement).
Utilization of DMA channels and usage of two buffers for audio signal effectively divides the system into 3

truly parallel tasks:
. FFT and RGB values calculation
. Audio sampling
3 outputting LEDs data buffer to the LED strip

Fig. 2 shows execution timeline for these tasks and interactions between them.

Audio sampling

start audio sampling ‘

CPU tasks

LEDs control

audio buffer ready

start audio sampling

e
'
'
'
'
]
'

——
'
I
I
I
'
I
I
I
[
[
[l

start LEDs buffer tansfer

System latency

start LEDs buffer tansfer . |

Fig. 2. Execution timeline for system tasks

Key system requirements can be formulated from Fig. 2:
. Requirement 1: Task 1 (FFT + LEDs data computation) must execute faster than Task 2 (Audio
sampling). This requirement is needed to ensure that audio is sampled continuously without delays or wait time.

Legend

FFT + LEDs data computation

audio sampling
LEDs buffer transfer
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. Requirement 2: Task 3 (LEDs buffer transfer) must execute faster than Task 2 (Audio sampling).
Again, this is needed to ensure that there are no delays in the system and audio is sampled continuously.
. Requirement 3: System latency should not exceed 45ms. Audio visualization can be treated as

video signal, because visual image corresponds to audio (same as in video track), therefore video industry standards
can be used to determine acceptable latency. Video industry standards [5] specify that audio should lead video by no
more than 15 milliseconds and audio should lag video by no more than 45 milliseconds. Therefore, 45ms delay is
used as largest acceptable latency.

Also, it is worth mentioning that semaphores are used to synchronize the tasks and ensure that the system
behaves as expected.

System parameters optimization

As per Nyquist—Shannon sampling theorem [6] to capture full signal spectrum sampling rate must be at
least twice the occupied bandwidth of the signal. From [7] it is known that humans can detect sounds in a frequency
range from about 20 Hz to 20 kHz, so audio should be sampled at least at 40kHz frequency.

ISO/IEC 13818-3:1998 [8] define a set of frequencies for audio sampling: 44.1kHz, 48 kHz, 88.2 kHz, 96
kHz and 192 kHz. It is always a good idea to follow the industry standards, so this set of frequencies will be used in
further calculations.

PSoC 64 ADC unit is capable of up to 2 GHz sampling rate in up to 12-bit resolution, so sampling audio
fast enough should not be the problem.

Industry standards [9] shows that audio signal amplitude typically ranges between -1.228 V and +1.228 V.
This amplitude range is not absolute because there is professional rated equipment (like studio microphones and
audio systems) which is capable of outputting significantly higher voltage levels. Also, this range is maximum
values at maximum volume, and if volume is lover the voltage will also be lower.

So, there is a tradeoff when configuring ADC:

. if ADC voltage boundaries are set high (e.g. from -3 V to +3 V) to account for professional
equipment then discretization step will be quite big which will make ADC reading for similar amplitudes the same.
So low or medium volume sound signal produced by consumer's electronic will be very limited in terms of values
range which will result in poor samples quality.

. if ADC voltage boundaries are set low (e.g. from -1.2 V to +1.2 V) to only account for consumers
rated electronics then discretization step will be smaller and low or medium volume sound will result in better
samples quality. But in this case audio signal produced by professional rated equipment will produce voltage levels
that are outside the range which will lead to poor samples quality.

This project is meant to be used with standard phone or computer (which is consumers rated electronic)
therefore ADC is configured to be able to sample voltage range from -1.2 Vto +1.2 V.

Having highly optimized implementation of FFT library is critical to ensure high system performance and
low latency requirements are satisfied.

ARM provides FFT algorithm implementation as part of Common Microcontroller Software Interface
Standard (CMSIS) Digital Signal Processing (DSP) library [10]. This library is highly optimized for Cortex-M
processors and utilizes vector instructions to speed up FFT calculation, therefore this library perfectly suites the
needs of this project, so it will be used to calculate the FFT.

The following input buffer sizes are supported by DSP FFT library: 32, 62, 128, 256, 512, 1024, 2048 and
4096 bytes.

FFT duration measurements are needed to choose the right buffer size.

Table 1
Performance measurements of FFT algorithm for each input buffer size
FFT size 32 64 128 256 512 1024 2048 4096
FFT duration [us] 44 89 164 351 731 1414 3061 6462

As previous mentioned PSoC 64 operates on 100MHz CM4 core therefore 1 us is 100 processor cycles. It
should be noted that different CPU core might result in different cycles count as it may have different instructions
set which may result in more/less optimized code, but I don’t believe that there will be a huge difference in cycles
needed to calculate the FFT algorithm.

Table 1 will later be used to choose system parameters.

There are many ways to visualize the FFT, but a lot of them require 2-dimensional space for visualization.
LED strip on the other hand is 1-dimensional. So graphing FFT like normal equalizers do will not work.

To solve this problem, this project uses LEDs color value to visualize the FFT. LED has 3 colors: red,
green and blue, therefore FFT spectrum is divided into 3 intervals: low, medium and high frequency intervals. Each
color then is assigned to frequency spectrum: red — low frequencies, green — medium frequencies and blue — high
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frequencies. FFT values in each spectrum are averaged and mapped to value from 0 to 255, then these RGB values

are shown on the LED strip.

1006

0 00

200

0

400

Fig. 3. FFT transformation results and their mapping to LEDs color

Visualization function utilizes functions from ARM DPS library to find the mean value of each of the
intervals, this function uses vector instructions so overall visualization function does not take much time to execute.

Table 2
Performance measurements of visualization function
FFT size [bytes] 32 64 128 256 512 1024 2048 4096
FFT output size [bytes] 16 32 64 128 256 512 1024 2048
Visualization time [us] 17 18 21 27 38 61 107 199

Table 2 shows visualization function execution time for all possible FFT buffer sizes. Should be noted that
an input buffer of size N produces FFT of size N/2.
Table 2 will later use these results to choose system parameters.
As mentioned previously, WS2812 is chosen as LED strip for this project, so this chapter describes the
communication protocol of this LED strip.
WS2812 data sheet [11] shows that WS2812B LED strips are an almost arbitrary length string of pixels
that can be cascaded together via a serial line.

D1
—

DIN DO

PIX1

D2

DIN DO

PIX2

D3

DIN DO

PIX3

D4
—

Fig. 4. LEDs cascading mechanism for WS2812 LED strip

In WS2812 each LED has 3 individually controlled diodes: red, green and blue. Each diode has 8-bit color
range (0 - 255) which in total gives 3 * 8 = 24 bits (3 Bytes) per LED.
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Fig. 5. Data transmission sequence for WS2812 LED strip

Fig. 5 shows that when communication starts, a pixel takes its Red, Green and Blue values from the data
stream, then passes on the rest of the bytes to the next pixels.

G7 G4 |G3 | G2 | GI GO‘R?|R6‘RS‘R4|R3‘R2‘RI‘RD‘B?‘BG‘BS‘B4‘BB‘B2‘BI‘B[}‘

Gﬁ|GS

Fig. 6. Composition of 24 bits of data for WS2812 LED strip

As can be seen from Fig. 6, WS2812 expects color codes in order of Green Reg Blue (GRB) which is
different from RGB which everybody is used to.

Color codes sequence isn't the only weird thing in this communication protocol. WS2812 data sheet
documents that a “bit 1 is actually encoded as a long pulse of 1 followed by a short pulse of 0. And a “bit 0” is a
short pulse of 1 followed by a long pulse of 0. Fig. 7 shows data encoding for WS2812 LED strip and Table 3 shows
exact timing requirements for these codes.

TOL
0 code [« <
TOH
1 code |« >l TlLb
TIH
RET code |a— 1S5t

Fig. 7. Data encoding for WS2812 LED strip

Table 3
WS2812 data codes timing requirements

Name Description Required time [us] Deviation [ns]
TOH 0 code, high voltage time 0.4 +150

T1H 1 code, high voltage time 0.8 +150

TOL 0 code, low voltage time 0.85 +150

TI1L 1 code, low voltage time 0.45 +150

RES low voltage time Above 50

As can be seen from the Table 3 T1H is double a TOH and a TOL is almost exactly double a TOH. That
means that the fundamental unit of time in this system is 0.4uS. Therefore, WS2812 code for "1" can be encoded as
110 and code fore "0" can be encoded as 100.

So, there are 3 colors in one LED, each color is 8-bit value and each bit from that value is encoded as 3 bits

in WS2812 protocol therefore 3*8*3 = 72 bits are needed to represent one WS2812 LED.

It is really hard to satisfy timing requirements from Table 3 when using CPU and delays to set the pin value

to drive the LEDs. A much better way is to use serial peripheral interphase to transmit the data.

As described previously, bit transmission time for WS2812 is 0.4us, which means that transmission rate is
1/0.4uS = 2.5 Mbps. There are 3 types of peripheral interphases in PSoC: UART, 12C and SPI. Only SPI and 12C
are capable of speeds that high. SPI does not require any pull-up resistors and also it can be easily used in custom
data transmission rates, so in this project it is used as interphase to transfer the data.
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Table 3 also shows that to update the LEDs, the data line must be pulled low for 50 us. SPI data line stays
low while transfer is not in progress, so the only necessary thing is to ensure that there is at least 50 us pause
between two consecutive transmissions.

Now let's calculate how long does it take to transfer the data for 1 LED. Formula (1) can be used to
calculate data transmission time for 1 LED.

biis_per led 72
fy g = e = =28.8 us (1)

. - 5
tramsmission rate 25%107

where bits_per led is the number of bits per one WS2812 LED, transmission_rate is the transmission rate
of SPI interphase.

From the Formula (1) it can be seen that it takes 28.8 us to transfer data for one LED, so let's see how much
LEDs can be used and which number of Frames Per Second (FPS) can be achieved.

e loge =11 og "INF50us = 28 8us "N+50us )

where #; j.q is the data transmission time for 1 LED, N is the number of LEDs
Note that extra 50us in Formula (2) are the LEDs update window.
And Formula (3) can be used to calculate FPS.

1

FPS= 3)
Tn leds

where #, jeqs 1s the data transmission time for N LEDs.

From [12] it is known that human eye tolerates minimum of 24 FPS, but 30 FPS is more preferable target.
Using Formulas (2) and (3) it can be calculated that at most 1150 LEDs can be used to produce FPS grater or equal
to 30 FPS. WS2812 LEDs density is from 30 LEDs per meter up to 144 LEDs per meter, therefore 1150 is at least 7
meters (with 144 LEDs per meter) up to 38 meters (with 30 LEDs per meter).

This project uses 200 LEDs long WS2812 with 30 LEDs per meter, therefore using Formula (2)
transmission time for 200 LEDs is:

1200 teg: = 28.8us™200 50us = 5810us 4

t200 teas Will later be used to choose system parameters.

Let's put all system pieces together and determine which settings can be used to result in a high
performance, low latency system.

System parameters should be chosen according to system requirements, so let's go through each system
requirement and determine which parameters can be used to satisfy it.
Task 3 (LEDs buffer transfer) execution time is equal to transmission time for 200 LEDs. From Formula (4) it is
known that transmission time for 200 LEDs (%200 seas) is 5810us.
Task 1 (FFT + LEDs data computation) execution time is equal to sum of execution times of FFT calculation and
visualization function duration. Combining the data from Table 1 and Table 2 gives the following results:

Table 4
Task 1 execution time

FFT size 32 64 128 256 512 1024 2048 4096
FFT duration [us] 44 89 164 351 731 1414 3061 6462
Visualization time [us] 17 18 21 27 38 61 107 199
Total [us] 61 107 185 378 769 1475 3168 6661

Task 2 (Audio sampling) execution time depends on sampling frequency and FFT buffer size. Formula (5) can be
used to calculate Task 2 execution time.

buffer size

E;rc;'.sji'_? = (5)

sampling_frequency

where buffer size is the size of the audio buffer, sampling frequency is the frequency used to sample audio.
Requirement 2 states that Task 3 (LEDs buffer transfer) must execute faster than Task 2 (Audio sampling). From
Formula (4) it is known that Task 3 execution time is equal to #2090 eas (5810us), therefore Task 2 should take longer
than 5810us to execute.

Requirement 3 states that system latency should be as low as possible and be less than 45ms. Fig. 2 shows that
system latency is the sum of execution times for all three system tasks. Task 3 takes 5810us therefore to ensure that
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the system latency is less than 45ms total execution time for Task 1 and Task 2 should be less than 45000-
5810=39190us.
Knowing the argumentation for Requirements 2 and 3 heatmap for Task 2 execution time can be created.

FFT size [bytes]

2048 4096

46440 | 92880

42667 | 85333
23220 | 46440
21333 | 42667

Sampling frequency
[kHz]

10667 | 21333

Fig. 8. Task 2 execution time heatmap

From Fig. 8 can be seen that configurations that do not satisfy Requirement 2 are marked with red (.)
color and configurations that do not satisfy Requirement 3 are marked with orange () color. Only the
configurations that satisfy both Requirement 2 and Requirement 3 are marked with green () color.

Also, from the Fig. 8 and Table 4 it can be seen that that regardless of FFT size and sampling frequency,
Task 1 (FFT + LEDs data computation) always executes faster than Task 2 (Audio sampling). Therefore, system
Requirement 1 (Task 1 (FFT + LEDs data computation) must execute faster than Task 2 (Audio sampling)) is
always satisfied, regardless of settings.

So now it can be seen that all green values from Fig. 8 can be used to result in a system which will satisfy
all system requirements. It is better to have audio sampling take a bit longer because then it will capture audio signal
over a bigger period of time which will result in FFT which will better represent the signal.

Code and results

Considering everything said above, following system settings were chosen:

- LEDs count: 200

- FFTsize 1024

- Audio sampling frequency 44.1 kHz
In this configuration, the system satisfies all the requirements and has a latency of: 5810us+1414us+23220us
=30444us.
Overall there is some space for experiments with system parameters because as can be seen from Fig. 8§ there are
quite a few valid settings that can be used. If smaller latency is needed then smaller FFT buffer size can be chosen
and alternatively if higher audio resolution is needed then higher sampling rate can be used.

Code for this project is licensed under GPL-3.0 license [13] and can be found in GitHub repository [14].

It is impossible to show the real time visualization in static paper, so I have prepared a video clip [15] and
uploaded it to YouTube.

Conclusions

During this study, methods for light visualization of audio signals were developed. Ways of visualizing
audio were investigated and described. System architecture for the project was developed and key system
requirements were formulated. Using these requirements investigation on possible system parameters was done, this
investigation has shown that there is a wide range of audio sampling frequencies, buffer sizes and LEDs quantities
that can be used.

Overall, this article shows practical ways of using fast Fourier transformation on microcontrollers to obtain
signal spectrum and methods that can be used for visualization of this spectrum.

There are a number of things to explore/improve for example add verity of visualization functions, add
Bluetooth functionality and create a mobile app to allow the user to cycle through visualization modes, explore
different hardware, visualize the audio on 2D array matrix of LEDs, etc.
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RESEARCH OF METHODS OF ENERGY EFFICIENCY MANAGEMENT IN THE
"SMART HOUSE" SYSTEM

The research of methods of energy efficiency management in the "Smart Home" system is carried out in the work. For
researchers and practitioners, the problem of monitoring, estimating and reducing energy consumption by homes is an urgent task.
According to the results of research, the method of determining user preferences has been improved, which has allowed to achieve
more efficient use of energy. The method has also been further developed, which provides the ability to determine the number of
people in the room and helps control oxygen levels.

Key words: smart home, energy efficiency, occupant-centric controls, residential buildings, HVAC, software and hardware,
smart home management model.

Bacuis SLKIB, Bonoaumup BOJHAPOBCHKUIA

XMenbHULBKUI HAIOHATBHU YHIBEPCHTET

AOCIIUKEHHA METOAIB YIIPABJIIHHSI EHEPTOE®EKTHUBHICTIO B
CUCTEMI «PO3YMHHUHU BYJINUHOK»

B poboTi npoBEAEHO AOCTIMKEHHS METOLIB YIpaB/liHHS EHEPrOCGHEKTUBHICTIO B CUCTEMI «PO3yMHM GyANHOK», [lis
AOCTIAHNKIB [ MPaKTUKIB 1POOIEMA MOHITOPUHIY, OLIIHKM Ta 3HMKEHHS CIIOXKVBAHHS €HEPIii OYANHKaMU € aKTYa/IbHOK 3a4a4qer0. 3a
PE3Y/IbTATaMU MPOBEAEHNX AOCTIIKEHD YAOCKOHA/IEHO METOL BUIHAYEHHS BITOJOOAHb KOPUCTYBAYa, LYo AO3BOINIIO JOCAITH OifibLl
EQPEKTUBHOIO BUKOPUCTAHHS EHEPrOHOCIB. Takox HAabyB rofasiblioro POo3BUTKY METO4, 3a LOIMOMOIror SKOro 3abe3rneqvyerscs
MOX/INBICTbL BU3HAYEHHS KifTbKOCTI OCI6 B MPUMILLEHHI Ta LOIMOMArae KOHTPO/TIOBATH PIBEHL KVCHIO.

Kito4oBi crioBa. po3yMHm GyANHOK, EHEPrOChEKTUBHICTL, E€/IEMEHTU KEDYBAHHS, OPIEHTOBAHI Ha MELIKAHLIB, XUT/I0BI
6yanrku, OBK, rporpamMHo-anapaTHmi 3acib, MOAE/ b YITPaBIIiHHS PO3YMHUM OYAUHKOM.

Introduction

Analysis of the research topic showed that many researchers consider ordinary apartment buildings (partly
private houses) and do not consider commercial and industrial buildings, do not take into account the benefits and
requirements for the level of comfort of different users. The considered methods of determining the occupancy of
the premises will not allow to effectively predict the transfer of the user to other areas of the premises, which
negatively affects the operation of the HVAC system and increase energy efficiency of the "Smart Home" system
[1]. They also do not pay attention to the high cost of sensors to detect the presence and number of inhabitants in the
controlled space of the room, which is quite relevant against the background of the crisis in the country [2]. The
considered works use powerful hardware, which has high energy consumption and high cost, which does not allow
to compete with ready-made analogues [3].

Therefore, it is necessary to use appropriate localization methods to distinguish between different occupants
of apartments and offices, which are used by many people, and apply their benefits. An additional analysis of
employment behavior (data processing) was then conducted, consisting of three stages to determine important
employment characteristics, such as the number of residents present, periods of absence and presence, and other
random changes in the profile of residents.

Typical meteorological data on the weather in the city are used to model the energy characteristics of the
building. In Khmelnytsky warm and humid summers and cold winters. The room has five zones: north, east, center,
south and west. In all areas except the central, the wall attached to the outer part has a window-to-wall ratio of 0.4.
Ceiling height in all areas is 2.7 meters. Each node represents an area with similar environmental parameters (such
as temperature, lighting and air velocity), such as a separate area or one of the layers of the wall. Heat is transferred
between nodes by convection, conductivity or radiation.

Basics of the method of energy efficiency management in the ""Smart Home" system

In order to achieve the goals of minimizing energy consumption in the building, as well as the hours of
discomfort of residents, it is necessary to develop and invest in the optimization algorithm a detailed model of
energy simulation of the house.

Since the functioning of building systems is highly dependent on the presence of residents, the integrated
model should choose the most optimized parameters of building systems based on information about the dynamic
occupation of space.

Using local control of building systems, the simulated space should be divided into several zones to assign
appropriate dynamic information about the employment of each zone. Zoning is used to account for the effect:

1. Different activities performed in each zone.

2. Different number of HVAC terminals, as will be discussed in the next section.
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3. Different orientation of the facade for the perimeter of the zones.

Knowing the location of a particular resident, the corresponding HVAC terminal and the corresponding
light are regulated by local management strategies.

In this study, the proposed methodology includes two main modules: a multi-purpose modeling-based
optimization module and a fill-in module, as shown in Figure 1.

Sensor Readers

Tag or Smart Phone
Fig. 1. Local control strategy with population monitoring

The occupancy module is used to determine specific dynamic profiles of residents based on their presence
data, as shown in Figures 2 - 4. The main advantages of having dynamic occupancy profiles [4], which reveal the
information of residents about his / her location and model of space use, are:
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Fig. 2. The main modules of the framework

1. Unlike models that rely on averaging the behavior or schedules of different residents,
dynamic occupancy profiles can cover the diversity of behavior of different residents, which is a very
important factor in open planning offices.

2. Real-time monitoring and decision-making are the closest ways to imitate the real
behavior of residents and their interaction with the energy-consuming systems of the building [5].
Dynamic occupancy profiles allow you to distinguish between schedules and habits of different residents.
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Simulation-based Multi-objective
Optimization Module

Dynamic cccupancy
profiles

Simulation model

! Optimization Model

Local control strategies based on the
dynamic occupancy profiles

Fig. 3. The main modules of the framework

These profiles can be used to effectively apply the personal preferences of residents.

Occupancy Module

Data Collection

%j

Real occupancy data
Database

Occupant data analytics (Data
processing)

|| Oceupants-specific dynamic
profiles

Fig. 4. The main modules of the framework

Experimental studies of the method of energy efficiency management in the '""Smart Home' system
In each zone, four environmental parameters of artificial lighting, natural light, room temperature and
ventilation rate are automatically monitored every hour [6]. Each zone is equipped with a variable air volume system
(VAV), which provides heating, cooling and ventilation. During idle hours, energy management and integrated zone
control are based on SOOP energy consumption [7]. The objective function of the SOOP method consists only of
the term energy costs. For each zone, the total energy consumption (E total) per hour is the sum of the energy
consumption of artificial lighting, cooler, boiler and fan (1):

Ecora = Elighting+ Ecooler + Eboiler T Efan- (D

The term energy consumption in the target function of the SOOP method is the product of the price of
electricity or gas and the associated hourly energy consumption. Fixed tariffs of UAH 1.68 / kWh and UAH 6.99 per
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m3 are accepted as prices for electricity and gas in Ukraine [8]. For each hour of simulation, the term energy
consumption in the objective function is (2):

energy cost = [ElecPrice .Y 5_,E &*°™9Y 4 GasPrice.¥5_,E5* |, (2)

E is the consumption of electronic energy in kWh; z- number of the zone (room);
ElecPrice, GasPrice are the prices for electricity and natural gas.

There are many factors that determine the accuracy of the use model, including the identity of the
occupants, the length of stay of the occupants, their location in different areas of the building, and their
preferences [9].

New RTLSs can provide location and duration of presence, while benefits data can be collected through a
simple survey. The fill module is used to define dynamic profiles related to residents [10].

The main advantages are:

9] dynamic employment profiles can cover the diversity of behavior of different residents,
which is a very important factor in open planning offices;
2) real-time monitoring and decision-making that arise as a result are the closest ways to

imitate the real behavior of residents and their interaction with energy-intensive building systems.

These profiles can be used to effectively apply the personal preferences of residents [11].

The operation of the proposed MOOP (Proposed Case) method and the SOOP (Base Case) method [12] on
the thermal comfort of residents is compared.

The temperatures in the room of one-hour simulations in January and July, selected according to the
proposed and base case, are compared (Fig. 5).

Optimal Pareto solutions are generated by changing the productivity factor ($ / h) [13].
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Fig 5. Indoor temperatures (°C), selected according to the proposed case and the basic option in the eastern zone

In all three zones and for both external weather conditions with an increase in productivity per hour ($ / h)
of residents, the average monthly room temperature moves to the maximum comfortable temperature (21.7 °C). As
collective productivity increases, the relative importance of residents 'productivity in terms of electricity costs
increases, so the method reduces the relative loss of residents' productivity by approaching the maximum
comfortable temperature. Here, the average monthly room temperature (°C) is chosen to assess thermal comfort. An
alternative approach is to demonstrate the frequency distribution of thermal sensory voices and to calculate the
number of hours during which thermal sensory voices are in the comfort range. This approach is convenient when
thermal comfort indicators such as the PMV index and the PPD index [14] are used to indicate the voices of thermal
sensation.

Conclusions

Analysis of the research topic showed that many researchers consider common apartment buildings, do not
take into account the preferences and requirements for the level of comfort of different users. The main
contributions of this study are:

1) development of a method for obtaining information on population with different time steps from the
collected RTLS employment data. This method can capture the different levels of resolution required to apply
intelligent local government strategies;

2) development of a new adaptive probabilistic model of employment forecasting on the basis of the
received information on employment;

3) development of time-dependent inhomogeneous filling model.
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The proposed forecasting model is an adaptive model that evolves and improves over time.

The availability of a occupancy profile forecast for each resident leads to the development of a occupancy
level forecast at the zone level.

The forecasting model can accurately estimate the location of residents during most data collection periods
during the day. The high accuracy (86% and 68% on average for lighting and air conditioning and ventilation
control, respectively) of forecasting employment models also indicates acceptable efficiency of the forecasting
model.
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EVALUATION OF QUALITY INDICATORS OF FUNCTIONING CYBER
PROTECTION MANAGEMENT SYSTEMS OF INFORMATION SYSTEMS

Evidence of the complexity of the cybersecurity problem is the rapid increase in the number of information security
breaches and losses on cybersecurity threats combined with an increase in the average loss from each of the breaches. Therefore,
it [s necessary to create requirements for a cybersecurity system that could provide more opportunities in the choice of methods in
the management of the protection of automated information systems.

The task of determining the optimal quality indicators of information resource management systems of automated
systems is one of the most important problems in designing integrated information security systems. This is due to the complexity
of such systems, the presence of many variable parameters, and the complexity of calculating quality indicators. In addition, the
determined quality indicators should not only ensure the optimality of the target function, but also the stability of the protection
system in a wide range of external adverse effects. The problem is that the existing methods of calculating integrated quadratic
estimates (IQE) do not take into account errors in determining quality indicators, as well as the vector nature of these indicators.

The aim of this work is to solve problems (development of algorithms), which are a problem of optimization of stable
protection management systems using vector objective functions. Based on the model of information management system
protection of information resources in the form of an automatic control system, the method of forming integrated quadratic
estimates (IQE) of control error is proposed. This method takes into account the wejghts of the estimates at the desired installation
time and standard transfer functions. Algorithms for calculating IQE according to the modified Katz formula and Ostrom's method
for arbitrary order control systems are developed, including vector representation of the objective function of the protection system.
The vector penalty function is proposed and the algorithm of its calculation is developed to display the degree of infringement of
conditions of stability of parameters of the system of protection by the Rauss-Hurwitz criterion.

Key words: integrated quadratic estimates (IQE) of control error, arbitrary order control systems, vector objective
functions, the algorithm for calculating the vector penalty function, and integrated information security systems.
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XMeTpHUIBKAH HalliOHATFHUN yHiBepcUTeT, XMENbHUIBKHH, YKpaiHa

OIIHKA ITOKA3HUMKIB AKOCTI ®YHKIIYHYBAHHSA CUCTEM YIIPABJIIHHA
KIBEP3AXUCTOM IHOOPMAIIMHAX CUCTEM

TTiaTBEDIKEHHSIM CKIIAAHOCTI POBIIEMN KIOEPOESNEKN € AOCUTL LUBUAKE 3POCTaHHS KiIbKOCTI MOpYLIEHD [HHOpMAaLiviHOI
be3rekn 1@ BUTPAT Ha 3arpo3n KibEPOE3reKy, y IMOEAHAHHI 3 POCTOM CEPEAHbOIO 30MTKY Bl KOXHOIO i3 OpyLieHb. Tomy
HEOOXIgHO CQOPMyBaTH BUMOMV [0 CUCTEMU KIBEP3aXUCTY, SKka 6 MOr/iia HafaBat OifibLUe MOX/MBOCTENH y BUOODI METOLIB B
YrPaBJ/IiHHI 3aXUCTOM 3BTOMATU30BaHUX [HPOPMALIIIHNX CUCTEM.

3aBAaHHS BU3HAYEHHS OMTUMASIBHUX [TOKA3HUKIB SKOCTI CUCTEM  YIIPaB/liHHS 3aXUCTOM  [HGOPMAELIVIHUX pecypciB
aBTOMAaTH30BaHUX CUCTEM € O[HIEI0 3 HAUBAK/MBILLNX MPOGIIEM [POEKTYBAHHS KOMIT/IEKCHUX CUCTEM 3axuCTy IH@opmauii. Lle
3YMOBJIEHO CK/IBAHICTIO MOJIGHUX CHCTEM, HASIBHICTIO GE3/1i4i BaPINIOBaHUX N1apaMeTiB, CKIGAHICTIO 0OYNC/IEHHS IOKa3HUKIB SKOCTI,
Kpim TOro, BU3HAYYBaHI MOKa3HUKU SKOCTI MOBUHHI HE /miue 336E3Me4yBaTu OfTUMASIBHICTE LiboBOI @yHKUI, ane i CTIKICTb
QDYHKUIOHYBaHHS CUCTEMU 3aXUCTY B LUMPOKOMY Aiara30HI 30BHILUHIX HECTpUST/MBUX Brymsis. [lpobrema rosisrae B TomMy, WO
fcHyroui meroan obuncrieHHss IKO He BpaxoBytoTb MOMUIIKU BU3HAYEHHS! TOKA3HUKIB SKOCT], @ TaKOX BEKTOPHUY XapakTep Lmx
[1OKa3HUKIB.

MeToro gaHoi' poboTy € pillIEHHS 3aBAaHb (PO3PO6Ka anrOpUTMIB), LO CTaHOB/ISATE MPOG/IEMY ONTUMIBALIT CTIVIKUX cucTem
YrIPaBJIIHHS 38XUCTOM 1PY BUKOPUCTaHHI BEKTOPHUX LIIIbOBUX QDYHKLIM. Ha OCHOBI MOJE/TI YSBIIEHHS CUCTEMU YITPAaBIIiHHS 3aXUCTOM
IHGpOpMALIIVIHUX pPECYpCiB y BUITISAI CUCTEMM aBTOMATUYHOIO VIIPAaB/IiHHS, 3arpOrioHOBaHO Criocio (OpMyBaHHS IHTErpaabHNX
kBagparndHux ouyiHok (IKO) romwsiku yrpasriHHS, O BpaxoBye BaroBi KOEQILIEHTH OLIIHOK 38 OaKaHUM 4aCOM BCTAHOB/IEHHS |
CTaHAapTHI nepegasasbHi @QyHKUl. Kpim Toro, po3pobreHi anaroputmu obuucneHHss IKO 3a mogngikoBaHow @opmysiono Kaya i
meTogqom OCTpbOoMa A/15 CUCTEM YIIpPasB/liHHS fAOBIIbHOrO OPsAKY, BK/IIOYAIOYU BEKTOPHE YSBJ/IEHHS LIiIbOBOI @yHKUII cucremm
3axuCTy. 3arporioHoOBaHa BEKTOPHAE LWTPAGHA QYHKUIS | pO3DPOG/EHMA anropuTM i OBYNCIIEHHS A/1S BIAOGPAXEHHS CTYIIEHS
10PYLLEHHS YMOB CTIMIKOCTI TapaMeTpiB CUCTEMU 3axXUCTy 3a KpuTepiem Payca-lypsns.

KImto40Bi /1083 IHTErpasibHi KBagpatuyHi oyiHkv (IKO) nomusiku yrpassiiHHS, CUCTEMU YIPaB/IiHHS A0BIIbHOMO rMopsaKy,
BEKTOPHI LiTbOBI @YHKLI, 3/1IrOPUTM PO3PaxyHKy BEKTOPHOI LUTPaGHOI QyHKLI], IHTErPOBaHI CUCTEMM 3aXUCTY HGOPMALI.
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Introduction

Creating and ensuring the functioning of an effective cybersecurity system is a complex and multifaceted
process that requires considerable effort. At the same time, cybersecurity provided by the state should not slow
down the process of forming a national information space that would correspond to the information and intellectual
potential of the state and would not hinder Ukraine’s entry into the world information space as a subject of equal
international relations. In view of this, the strategic task of state policy on cybersecurity should be to form a system
based on scientifically sound criteria and experience in information security management.

Modern information systems are complex and therefore dangerous in themselves, even without the active
actions of attackers. New vulnerabilities in software and hardware implementations are constantly being identified.
We have to take into account the extremely wide range of hardware and software, the many connections between
components and more.

Evidence of the complexity of the cybersecurity problem is the parallel (and fairly rapid) increase in the
number of information security breaches and losses on cybersecurity threats combined with an increase in the
average loss from each of the breaches. The latter circumstance is another argument in favor of the importance of
cybersecurity.

Therefore, it is necessary to create requirements for a cybersecurity system that could provide more
opportunities in the choice of methods in the management of the protection of automated information systems.

It should be noted that in Ukraine a single information system is being created, which consists of permanent
elements:

- central subsystem;

- functional subsystems;

- transport data network;

- data processing centers, telecommunication networks of system subjects;

- complex information protection systems of subsystems of a single system.

Therefore, this system is distributed. It should be noted that this complicates the task very much. And since
in addition to a single system there are other (regional, local, departmental and other) systems, this issue becomes
very important and difficult in the system of government, in the banking system and other spheres of society [1, 2].

In addition, in modern conditions the large number of cyberattacks on systems of all classes should be
taken into account.

The task of determining the optimal quality indicators of information resource management systems of
automated systems is one of the most important problems in designing integrated information security systems. This
is due to the complexity of such systems, the presence of many variable parameters, and the complexity of
calculating quality indicators. In addition, the determined quality indicators should not only ensure the optimality of
the target function, but also the stability of the protection system in a wide range of external adverse effects.

In [3,4] the models of both systems themselves and their control systems and information protection
systems are given. But it should be noted that these systems provide very serious mistakes and errors in countering
modern cyberattacks.

In the paper [5] it is proposed to use the provisions of the theory of automatic control systems as a model of
the protection management system, in which the indicators are given in the form of integrated quadratic estimates
(IQE) of control error [6; 7]. The problem is that the existing methods of calculating IQE [8-12] do not take into
account errors in determining quality indicators, as well as the vector nature of these indicators.

The most suitable model that was used to solve this problem is the model given in [13]. This model allows
to solve all problems which stand at management of cybersecurity of information systems in modern difficult
conditions.

The aim of the work is to solve problems (development of algorithms), which are a problem of optimization
of stable protection management systems using vector objective functions.

Main part
IQE management error has the form

I= I e (tdt.
0 (D

Control error e(t) can be defined as the weighted sum of the derivatives of the
deviation Z(1) = Y(©)=¥() of the controlled value Y@ from the set value Y(°)=1 using weights

a)k,kzal;a)ozlz
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emzi@iwm)

2
Let the control function V() correspond to the transfer function
ﬂ(S) X n—i . —J
W(s)="—=;a(s)=D as"";f(s)=) B;s""sa,=p,
a(s) i=0 =0 3)

z,(s) By N .
The Laplace transform for derivatives in expression (2) is obtained by applying the

— 1., _ _17-
theorem on the differentiation of the original with the initial conditions 2(0)=127(0)=0,k=11:

Z,(5) =1_S&;zk(s) = 5" -W(s),kzl,_l;lSn—m.

Converting Laplace equation (2) and introducing a polynomial with weights

!
o(s)=Y o, s,
k=0

“
get the error image:
1-W(s)-
By @) -wts).
6))
Considering expressions (3) for the transfer function and determining through
a(s)— -
OR ORI 0)
S Q)
the error image is represented as the ratio of two polynomials:
o(s
E(s)= (—)
a(s) )
. on Ve
In the general case, the error can be defined as the difference between the reference function - ¢ and

(e, et)=y,(6)=y(0).

controlled variable

W.(s)=1/ex(s)

W, (s) =W (s)
- :

The transfer function of the reference function is set as , then the error image will look

like

E(s)=
®)

After transformations we come to equality E(s)=06(s)/a(s)/@(s). To determine the reference

()
and coefficients of the transfer function W)(S) - 1/ y (S) [4; 5]:

7(9)=Y 7,5y =1.
k=0

function, choose a standard transition function Yo of the desired form with known values of the setting time 0

. . . . T .
Setting the value of the time of setting the reference function ¢, calculate the weights

wk:ﬂz—k.yk,k:w

, Where H= Tg/ % " According to these formulas and expressions (6), (7) we will make an
algorithm for forming an error image.
. T . . . Ty
Algorithm 1. Input parameters: = ¢ — the time of setting the reference function, — the standard process
setting time, / _an array of coefficients of the standard transition function, A and B _ arrays of coefficients of

the denominator and numerator of the transfer function. Output parameters: S _an array of error image numerator
coefficients.
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Step 1. Put li:dim)/—l;n:=dim0(—l;lu:=z'e/z'0;77;:1;/(;:].

Step 2. Calculate Oy =Y 00 =1" 4
Step 3.If k> 09 put k = k_l and go to step 2.
Step 4. Calculate the convolution of two vectors € = BO .

Step 5. Calculate o=a-—c.
Step 6. The end.

To calculate the IQE (1) based on error conversion E(s) by Parseval's theorem we write

Jjoo
I= L j E(s)- E(—s)ds.
27 e ©)
Let us represent the error image by equality
o(s
B(s) =2
a(s) (10)

where @(5) _ polynomial of degree n , all the roots of which lie in the left half-plane, B(s) polynomial
of degree " — 1 Then

1 ff () 8(=s)

2rj 5, a(s)-a(=s) (11)
2 = . —_—
Denote by §(S ) - IB (S) ﬁ ( S) polynomial of even degrees and rewrite (11):
1 Jeo 5 2
1= [ (") :
7Tj o, als)-a(=s) (12)
Let in the image (10)
n n-1
a(s)=Y as' f(s)= ) Bs'
i=0 i=0 (13)
Considering M =n— 1 , we present the polynomial of even degrees (12) in the form
m
8(s*) =Y 5,5
k=0
Integral (12) is calculated by the modified formula of A.M. Katz [S]:
1T 8 - G
S Lot b6
27j 5, a(s)-a(=s) 2, H (14)
where H — Hurwitz determinant for a polynomial a(s), and G — determinant obtained by # replacing
o | 55
the last line with a line of polynomial coefficients
o, o, a, o 0 o, o, a, o 0
o, a; o 0 o, a, o 0
o, a, « 0 a, a, « 0
H= 0 2 4 G = 0 2 4
0 0 o a 0 0 0 o a 0
0 0 0 0 .. a, S, 8 6 & .6, s

Formula (14) differs from Katz's formula by writing polynomials (13) in ascending order of the degree of

the variable § , which simplifies the calculation algorithm IQE. Considering
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a’=a,i=0:2:na" =a,i=1:2:n

(here is the record of the species =k :2:7 means a sequence of

integers beginning with k, increases with step 2 and does not exceed n), convert the determinants (15) to a
triangular shape:

0,
A0 =20, 5}(1) =6, -2V a, (i, 7) = (2,1),(4,2),(6,3),...
a, (16)
(k-2) (k-1)
) _ @ k9 _ .
y = "(kfl),l "(kll),k—Z,n—l,
i, Oy (17)
al_(k) — al_(k—Z) _ }/(k) a:(fl D. 5(10 5](_/6—1) —i(k) . ai(fl_l)a
G )= k),(k+2,k+1),(k+4,k+2),... (18)
In this case IQE (15) is calculated by the formula
I ( l)n—l 5(17—1)
(n n°
2 a, Q. (19)

The algorithm for calculating the IQE according to Katz's formula looks like this.
Algorithm 2. Input parameters: A ang B - arrays of denominator and numerator coefficients of error

conversion. Output parameter: I IQE.
Step 1. Put /2= dima —1;m:=n—1; &= PolPow2(f3) (POIP0W2 — a function that calculates an

2
array of coefficients of a polynomial of even degrees (S ) ).

Step 2. Calculate A= 50 /(ZO and put J = i=2.

Step 3. Calculate 5/ _5 —Aa &; andput J =J +1.

Step 4. If i<m ,thenput =1 +2 and go to step 3.
Step 5. Put S =1 k=2

Step 6. Calculate V= ak—z/ak—l A= 5k—1/ak‘1 ,andput $ =8 J =k i =k
a=a-y-q

,0,=0,- A«
Step 7. Calculate '
Step 8. Ifi<m,put i:=1+2 and go to step 7.
Step 9. Ifk<m,put k=k+1 and go to step 6.

Step 10. Calculate = 5"—1/ (2 a, '(Zn).

Step 11. 1f § <O | then set [ =1.

Step 12. The end.

Integral (11) can be calculated by the method of Ostrom using an iterative procedure [11]. Let the
polynomials in the image of the error (10) have the form

a(s)= Y as™s fls) = 3 s

i+1°

H— and put ]=]+1

(20)
Considering
o =a,i=0:2:ma" =0, i=1:2:m f = f,i=0:2:n-1;
O =B,i=1:2:n-1,
(k) 1 ..
calculate /4 and 2 for k= 1’”'
a(ku) (k=2)
(k=) _ k2 a0k _ Fk-2 — _1-
7/ - (k-1) ° /1 - (k=1) ° k - 2,}’1 1&
L L (21)
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k) _ o k2) _ (k) | (kD). pk) — pk=2) _ q (kD) | (k) oy .
o =a; =y ay B =6 AT ey i=k2in-1; (22)
(k=1) (k-1)
W% gk P T,
a® a® o
k k (23)

The value of IQE (11) is calculated by the formula

n (l(k) )2
[=0,5-) .
=y (24)
Algorithm 3. Input and output parameters are similar to algorithm 2.
Step 1. Put 1= dma-1,m=n—-11=0;k:=2.

— e ST 2 .
Step 2. Calculate V=0 /ak‘l A= ’B/“2/ak—1 =144 /7/ and put [ =K.
Step 3. Calculate & =0 ) O ﬂl = 'Bl —A %
Step 4. Ifi<m,put i:=1i+2 and go to step 3.

Step 5. If k<m , then put k=k+1 and go to step 2.
Step 6. Put k:=m.

— 7 T 2
Step 7. Calculate V= OC,H/Olk > A= ﬂkfl/ak o =1+ /7
Step 8. If K <1 _put £ :=k+1 and go to step 7.

Step 9. Calculate 1=0,5-1.

Step 10. The end.

The input parameters of algorithms 2 and 3 are calculated by algorithm 1.

A necessary condition for the stability of the protection management system is to require the positivity of

all coefficients a; > 0,i=0,n [2; 3].
o O—g,i=0:2:ma" =a,i=1:2:n : L
Considering i 2 IR 2 *=7", the Rauss-Hurwitz stability criterion is
reduced to calculations by formulas
a(k—2)
ky _ k=2 .k _ k-2 (k) k=) - _ 7 .9. L —
rU ==t = -y ey L i=ki2in—Lk=2n-1
Oy (25)
We introduce the notation of the elements of the Raus-Hurwitz determinant:
k
pO:aO,pl:al,pk=ak,k:2,n—1,p”:an. (26)

Algorithm 4. Input parameter: a _ an array of coefficients of the characteristic polynomial. Output

parameter: P _an array of Raus-Hurwitz coefficients.

al.>0,i=0,n,and p,>0,k=2n-1

Step 1. Put #=dima—Lm==n—1; p:=a; k:=2.

Step 2. Calculate V= 'Ok—2/'0k—1 and put i=k
Step 3. Caleulate 21 = P 7V Prar

Step 4. If L <M _put 1:=1+2 and go to step 3.

Step 5. If K <m put K=k +1 and go to step 2.
Step 6. The end.
Necessary and sufficient conditions for the stability of the protection management system are the conditions

. Taking into account these conditions and algorithm 4, we will develop

an algorithm for determining the stability of the control system according to the Rauss-Hurwitz criterion.

Algorithm 5. Input parameter: a _ an array of coefficients of the characteristic polynomial. Output

parameter: B _, sign of system stability.

Step 1. Put 7 =dima—-1;B:=1;i:=0.
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< .
Step 2. If % _0, put B:=0 and go to step 10.

Step 3. 1f L <7 put 1:=i+1 and go to step 2.
Step 4. Put m=n—1; p=a;k:=2.

Step 5. Calculate V=P k-2/ P and put i=k.
Step 6. Calculate Pi=Pi=7 P
Step 7. 1f L <M put 1:=1+2 and go to step 6.

<
Step 8. If Pr = O,put B:=0 and go to step 10.

Step 9. 1f kK <m | put K=k +1 and go to step 5.
Step 10. The end.
Let the coefficients of the characteristic polynomial-function of the vector of the varied parameters of the

a, :ai(x),i:(),_n;xeRP

system . In order for the system to be stable, it is necessary and sufficient to:

a,(x)>0,i=0,n; p,(x)>0,k=2,n-1.

27
The degree of violation of the first group of inequalities is represented by one penalty function
n
P(x) =) max{-¢,(x),0}.
i=0 (28)
Inequalities (27) correspond to the areas of constraints:
Q, = {x|a, (x)>0,i= o,n}; Q, ={x|p, (x)>0}, k=2,n-1 9)

Let's make a system of areas from them: D1 - Ql’ Dk - Dk—l N Qk’ k=2n-1
of differences of sets we will adjust areas of levels of restrictions:

H,=R°\D;H,=D,\D,, . k=\n-,H, =D .

, from which by means

(30)
A two-dimensional vector penalty function is proposed for the transition to the stability region:
(0; P(x)), xeH;
F()C): (k;_pk+l(x))7 erk,kZI,n—2;
n—1;0
( ) ): XEHn—l’ G1)

The first component reflects the affiliation of the argument to a particular area and is called a level function.
The second is the penalty for violating the restriction and is called a penalty function. When all the constraints are

satisfied (the third component), the level function acquires the maximum value 7 —1 and the penalty function is
reset.
Algorithm 6. Input parameter: @ — an array of coefficients of the characteristic polynomial. Output

parameter: B _, sign of system stability; F' _the value of the vector penalty function.

Step 1. Put n=dima-1;B=1i=0,A=0, P=0.

Step 2. If % SO, calculate P=P-q and put B =0.
Step 3. If L <7 put =i +1 and go to step 2.

Step 4.1t B=0 put £ =1 P) and go to step 12.

Step 5. Put 7= n—1; p=o; k:=2.

Step 6. Calculate V= pk‘z/pk‘l andput 7 =h+1,i=k.

Step 7. Caleulate X1 = P 77" Pia-
Step 8. 1F § <M put i =1 +2 and go to step 7.

i Pr S 0,put F=(h,-p,);B:=0

Step 9. and go to step 12.
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Step 10. If kK <m put k =k +1 and go to step 6.

Step 11. Calculate = (%2:1,0).
Step 12. The end.
In the case of estimating the vector objective function, we assume that the transfer function (3) depends on
the vector of variable parameters X,
X,s N -
(x5 =L gx5)= Y (05"
( 7S) i=0

a\x

(32)

Bls)= 2B (3053 2, ()= B, ().

Defining the weight polynomial (4) and determining the polynomial (6)
S(x.s5) = 209 = Bl09)-ls)
s

(33)
IQE is presented as a function of variable parameters:
1 7F 8(x,5)-8(x,—

)= 2rj

e alx,8)-a(x,—s)

(34)

At each value of the vector ¥ from the stability of the system values of this function can be calculated by
algorithms 2 and 3. Redefine the vector penalty function (31) into a vector objective function, supplementing it with
the value of IQE (34) in the field of stability:

(0; P(x)), x € Hy;
F(X)Z (k;_pk+1(x))a erk,kZI,n—2;
(n—L1(x)), xeH, .

(33)
Modify algorithms 2 and 3 according to algorithm 6 to calculate the vector objective function (35) [10].

Algorithm 7. Input parameter: A and B - arrays of denominator and numerator coefficients of error
conversion. Output parameter: F' _ the value of the vector objective function; B _, sign of system stability.

Step 1. Put n=dima-1;B=1;i=0;7:=0; P=0.

< =F-a .
If % = O, calculate P=p & and put B:=0.

Step 2.
Step 3. If L <1 put =i +1 and go to step 2.

Step 4.1t B=0 put = (1P) and go 1o step 17.

0= PolPow2(B); =6, /e, . o m=n—l j=Li=2.
0.=0. -1« 2
Step 6. Calculate / J " andput J = J +1.
Step 7. Ifi<m,put I:=1i+2 and go to step 6.

Step 8. Put § = Lk=2.

Step 5. Calculate

Step 9. Calculate V= ak—Q /ak—l ; /1 = 5k—l/ak—1 and put h=h+ls=—k;, j=k;i=k.

a=a-ya..,0 =0 —-la
Step 10. Calculate ' i E 0 J

Step 11.1f £ <M put £:=i+2 and go to step 10.

Step 12. If %y <0 , put Fi= (ha_ak); B=0

Step 13. 1 k<m , put ki=k+1 and go to step 9.
Step 14. Calculate = 5}171 /(2 e an).

Step 15.1f $ <0 put [ :=—1.

Step 16. Calculate F=(h+11I).
Step 17. The end.
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Algorithm for calculating the vector objective function according to Ostrom.
Algorithm 8. Input and output parameters are similar to the algorithm 7.

Step 1. Put n=dima-1;B=1,i=0,A=0, P=0.

< =r-a .
If % _0, calculate P=p & and put B:=0.

Step 2.
Step 3. If L <7 put =i +1 and go to step 2.
Step 4. 1f B=0 put £ =1 P) and go to step 15.
Step 5. Put m=n—11=0;k=2.

yEa o= fo e T=1+ 2y hi=h+lyi=k
Step 6. Calculate / *= k=27 k=127 Fhk=2/ k=127 and put 7=n+L1=k
Step 7. Calculate & =07) Oy le = ﬂz _/1'05141-
Step 8. If 1 <M put i =142 and go to step 7.

< — _ N B
Step 9. If & _O,put F=(h, ak)’B' 0
Step 10. If k<m,put k=k+1 and go to step 6.
Step 11. Put k == m.
— ] N 2

Step 12. Calculate 7 i fa A= Bfes I=1+2 /7/'

Step 13. If K <7 put kK :=k +1 and go to step 12.

Step 14. Calculate F:=(h+1,0,5-1).
Step 15. The end.

and go to step 15.

Studies have shown the high efficiency of the proposed algorithms. And on the night of February 23-24,
2022, they effectively worked against DDoS attacks carried out by Russian hackers on Ukrainian information
systems.

Conclusions

Based on the model of information management system protection of information resources in the form of
automatic control system:

1. The method of forming integrated quadratic estimates (IQE) of control error is proposed. This method
takes into account the weights of the estimates at the desired installation time and standard transfer functions.

2. Algorithms for calculating IQE according to the modified Katz formula and Ostrom's method for
arbitrary order control systems are developed, including vector representation of the objective function of the
protection system.

3. The vector penalty function is proposed and the algorithm of its calculation is developed for display of
degree of infringement of conditions of stability of parameters of system of protection by Rauss-Hurwitz criterion.

4. Studies have shown the high efficiency of the proposed algorithms. And on the night of February 23-24,
2022, they effectively worked against DDoS attacks carried out by Russian hackers on Ukrainian information
systems.
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LASER AND INFORMATION TECHNOLOGIES FOR CONTROLLING DYNAMIC
DISPLACEMENTS SPATIAL STRUCTURES OF OBJECTS UNDER THE INFLUENCE
OF ACTIVE MAN-MADE AND NATURAL RISK FACTORS FOR ACCIDENTS

At the present stage of science development, for technological and technogenic energy-intensive systems, systematic
methods of identification of structure, dynamics, and risk assessment are developed, while for spatial objects this problem is not
fully solved. This applies to the construction and operation of such objects with a spatially distributed structure such as bridges,
large pavilions, high-rise buildings, aggregate lines on a common foundation for color printing, which are subject to a large
dynamic, non-uniform load-capacity, operating over a long period of operation. Their destruction with the combined action of
dynamic and static heterogeneous flow factors in time of high power, leads to the accidents and human losses. The main factor
that leads to cognitive errors in the design of spatial structures is that experts in the design process do not fully take into account
the concepts of physical force, power and physical energy factors with stream random structure. In this aspect, the problem of
dynamic structural stability under the influence of factors with a stochastic structure drew attention to Y. P. Dragan, introducing the
notfon of "stochastic process of finite energy"” and "finite power of flows (sequences) of active physical force actions”. Under certain
conditions, the complex action of force factors leads to the emergence of solitons, that is, the formation of the peak of energy and
power at a certain time in the weakest node of the structure that destroys it. If the designer, by virtue of his cognitive abilities and
level of knowledge, does not take into account the energetic nature of the factors as destructive forces, then this leads to the
destruction of infrastructure objects (cities in Genoa, Italy 2015, built in 1967) devastating floods, fires, transport disasters,
tsunami. As for the steel construction bridges in the USA (New York), built on the basis of the methods of vibration calculations by
S. Tymoshenko, they are operated for more than 100 years, with appropriate technical service.

The assessment of the vibrational stability of spatial structures, both existing and new projects, remains a complex
control problem that is not resolved to the fullest, and therefore the development of integrated intellectual methods for designing
and controlling their state is relevant

The intensive development of infrastructure, both social and technogenic, results from the impact of transport flows,
power plants, harmful emissions, to the growth of force environmental load on spatial structures, corrosion of metal components,
and the growth of vibrational effects on elements of objects. Further development of such negative processes leads to a decrease in
the strength of structures, their stability, operational reliability and destruction. Reducing the quality of bearing structures, due to
neglected negative influences, makes it impossible to forecast the moment of emergency situations. Accordingly, the development
of methods for remote control of vibrations of spatial elements of bearing structures is a main problem for various industries.

Key words: construction, vibration, laser, signal, dynamic processes, active factors, data, system, information, project,
risks, accident,

JIIOBOMMUP CIKOPA, HATAJIA JINCA, OJIBI'A ®EJEBNY

Hamionansawuit yHiBepcuTeT «JIbBIBChKA MO TEXHIKa)

POCTHUCIIAB TKAYVK

JIbBIBCHKMIA I€pKAaBHUN YHIBEPCUTET OE3MEKH KUTTEISUIBHOCTI

JA3EPHI TA IHOOPMAIIMHI TEXHOJIOT'TI KOHTPOJIIO JUHAMIUHHNX
SMIINEHD MTPOCTOPOBUX CTPYKTYP OB'E€EKTIB IIIJI BINITMBOM AKTUBHHUX
TEXHOI'EHHUX TA ITPUPOJHUX PAKTOPIB

Ha cy4acHoMy eTarii po3BuUTKY Haykv, [/15 TEXHOJIOMYHNX | TEXHOrEHHUX EHEPrOaKTUBHUX CUCTEM, BUPOBGJIEH] CUCTEMHI
MeToan [AEHTUIKALIT CTPYKTYpH, AUHAMIKY, OLIIHKU DU3VKY, TO4I K A/18 MPOCTOPOBuX OG'EKTIB LS Mpob/emMa B roBHIM Mipi He
po3B53aHa. Lle cTocyeTscs byRiBHNLTBA | eKCrilyartalii Takmx OO €KTIB 3 MPOCTOPOBO PO3OAIIEHON CTPYKTYDOK K MOCTH, BEMKI
1aBI/IbIOHY, BUCOTHI BYAUHKYM, arperarHi JiHi Ha CriiibHOMYy @yHAAMEHTI A/ KO/IbOPOBOro APYKY SKI MiAAatoTsCS BEKUM
LAVHAMIYHUM HEOAHOPIAHNM 110 MOTYXKHOCTI HABAHTAXEHHSM, 1O AiOTb MPOTAroM TPMBA/IONO Yacy eKcrulyarauii. Ix pyvinauis npy
CYKYITHIV [l AMHEMIYHNX [ CTaTUYHUX HEOAHOPIAHNX TOTOKOBUX Y Yaci (PaKTopiB BEMKOI EHEPreTUYHOI MOTY)KHOCT, MPUBOANTE [0
aBapii i sogcekux BTpar. OCHOBHMY DaKTop, Sk MPUBOANTL 4O KOrHITUBHUX [IOMWIIOK TP [TPOEKTYBAaHHI POCTOPOBUX
KOHCTPYKUIV, € Te L0 @axiBLl y MPOLEC] PO3POBKU MPOEKTY HE A0 KiHLS BPaXOBYIOTb MOHSATTS QI3MYHOI C1/M, EHEDIIT MOTYXHOCTI Ta
DI3UYHOI EHEPIii aKTOPIB 3 MOTOKOBOK BUIAAKOBOKO CTPYKTYPOK. Ha Led acrekT rpobriemu AUHaMIdHOI CTIIKOCTI KOHCTDYKUIT npu
Al QakTopiB 3 CTOXacTmyHOK CTPYKTYpOKO 3BEPHYB yBary A. 1. [paraH, BBIiBLM OHATTS <«CTOXaCTUHYHOrO POLUECY CKIHYEHOI
EHEPIii» | «CKIHYEHOI MOTYXXHOCTI MOTOKIB (MIOC/TIJOBHOCTEN) aKTUBHNX QI3NYHNX CUIOBUX Aiv». lpy rEBHUX yMOBaX KOMITIEKCHA
Ais cn/ioBux QaKTopiB npuBOANTL [0 BUHNKHEHHS COJIITOHIB TOOTO QPOPMYBaHHS ITiKy €HEDIIT Ta MOTYI)KHOCTI y 1EBHM MOMEHT Yacy
Y HavicnabLLoMy By3/1i KOHCTPYKUI, LYo if pyviHYE.

SKLO MPOEKTAHT, B CU/TY CBOIX KOIHITUBHUX 34I6HOCTEN | PIBHS 3HaHb, HE BPAXOBYE EHEPrETUYHY CYTHICTH QaKTopis, K
DYVIHIBHUX CuJl, TO4I Lie pUBOANTL [0 PYViHYBaHHS IH@PACTPYKTYDHUX OO EKTIB (MicT B [eHyi, Itanis 2018p., 36ynosarmi y 1967
pouji, Kutavi 2019p.) pyviHiBHI TOBEHI, NOXapH, TPaHCIIOPTHI KaTacTpogum, LyHami, LLjoso MOCTIB 3 MET/IOKOHCTPYKUW B CLLIA (Hbto-
Hopk), ro6yaoBaHux 3 BPaXyBaHHS METOAIB BIGpaLlivinux pospaxyrkis C. TUMOLUEHKO, TO BOHM eKCI/lyaTyioTscs Gibiue Hix 100
POKIB, ripy BIAMOBIAHOMY TEXHIYHOMY 0OC/1YroBYBaHHI.

OujiHKa BI6PaLIVIHOI CTIVIKOCTI POCTOPOBUX KOHCTPYKUIV, SIK ICHYHOYMX TaK | HOBUX POEKTIB 33/MLIGETLCS CKIBAHOK
MIPOBSIEMOKO CTBOPEHHS CUCTEM KOHTPO/IO | AIarHOCTVKY, HEDPO3BS3aHOK Y [1OBHIU MIpl, | TOMYy pPO3pO6/IEHHS IHTEMPOBAaHUX
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IHTENIEKTYa/IbHUX METOAIB [POEKTYBAHHSI CUCTEM KOHTPO/TIO METOAOM ANCTAHLIVIHOIO 1a3€PHOM0 30HAYBAHHS € aKTYa/lbHOIO.
KntoqoBi  c/10Ba: KOHCTPyKUis, Bibpauis, /1a3€p, CUrHasa, AuMHaMidHi rpouyecy, akTmsHi @axktopy, JaHi, cicTeMa,
[H@OpMAaLIsi, MPOEKT, pU3NKH, aBapIs.

Introduction

Intensive development of infrastructure, both social and man-made, leads, due to the action of transport
flows, power plants, industries with harmful emissions, to an increase in environmental environmental load on
spatial structures, corrosion of metal components, increased vibration effects on elements. Further development of
such negative processes leads to a decrease in the strength of structures, their stability, operational reliability and
destruction. The decline in the quality of load-bearing structures, due to unaccounted for negative impacts, makes it
impossible to predict the moment of occurrence of emergencies. Accordingly, the development of methods for
remote control of vibrations of the spatial elements of load-bearing structures is an urgent problem for various
industries.

Analysis of literature sources

The problem of monitoring and assessing the stability of spatial structures is relevant in recent centuries
(1700-2019). It includes problems of building destruction, vehicles, communications, large bridges, high-rise
buildings [1] under the influence of various factors [2-3], vibration [4-7], soil landslides and earthquakes [8], aging
of components and materials[9] dynamic transport loads and flows [10]. One of the least studied are cognitive
factors and deficiencies as well as errors occured in the design process [11-14] and subsequent operation with the
participation of operational personnel and designers [15-16].

Therefore, the methods and tools development — both cognitive control of projects and vibration control
systems of complex spatial structures is still relevant [17-18], as it requires an integrated approach using signal
theory [19-20], the theory of data processing [21-22], interpretation of data and situations, decision making [4, 23-
25].

Accordingly, an important task is the construction of objects models and simulation modeling on analogues
[24, 26], which ensures the detection of new physical effects [27]. Without taking into account the peculiarities of
cognitive thinking of designers, it is impossible to reliably design buildings and their implementation with the
appropriate service life and resistance to destruction [28-32].

Introduction. Analysis of dynamic control problems
At the present stage of information and measuring systems development for vibration control of complex
structures under the action of a set of energy-active factors by non-contact remote method is not fully considered.
Therefore, the development of laser methods for remote control of dynamic modes of large spatial
structures, under the influence of active dynamic factors in time and space is an important problem.
The purpose of the study. To control the vibration of spatial structures and aggregate production systems
to create and justify the use of laser probing and develop a block diagram of a laser vibrometer.

Basic tasks to be solved

To solve the problem of remote control of vibration of large spatial structures and aggregate printing
systems it is necessary:

—to substantiate structural models of objects and behavior models in time under the influence of active
factors;

— to justify the choice of laser remote sensing method for controlling the vibration of structures in critical
places of the object of study and the spatial structure of the object structures and (foundation) platform of aggregate
production lines of high quality products;

—to develop information technology of laser signals processing and their estimation for determination of
vibration parameters.

Research methods

To solve a complex scientific and applied problem of creating systems for remote control of vibration load

of spatial structures and boundary modes on the basis of laser sounding, methods and theories were used:
Models of dynamic factors influencing spatial structure.

Since dynamic factors [6, 9, 33] have an energy-active structure, then ignoring their essence leads to the
collapse of the mechanical spatial structure due to oscillations and soliton effects [5].

Accordingly, the study of their dynamics requires the use and creation of new methods and control systems
based on laser remote sensing, which provided the detection of oscillations of the spatial structure of structures [34].
To solve the above problems, needed:

1. Model of n— dimensional spatial fluctuations for a long section of the bridge (100 m) and a common
foundation for aggregate printing production.
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2. Energy soliton model for oncoming traffic flows as perturbing factors.(LT fz”) vertically and

along relative to the supports (Fig. 1)._ ~

Fig. 1. Method of laser sounding of spatial structure

3. The model of wind load with variable speed as a factor of perturbation of transverse oscillations.
4. Transport flows as excitatory factors with a continuous and discrete structure (homogeneous,

heterogeneous, group (unilateral, counter)).
TSld = {(m” V‘ )}Tn ’

TS, ={i(mj,l/j)"_ (1, eTn)},at the same time Zn:m,. <M,

i=1 i=l1

where 7S, — traffic stream, m, — mass of transport unit of movement, ¥, — movement speed, 7, — group
time, M, —maximum mass loading.
5. Model of action of transport flows on the bases and platforms with the established aggregate lines of

production of high-quality polygraphic multicolor production (Fig. 2).
6. Laser probing method of the spatial structure study object which is the basis for the development of

information and measurement systems.

TMRn(mi,Vi,t)

RSiT
Koy B oy B e iy
1
R l
RSIR
! Ag2+ , Agz2 ! Agm
1 - 2 ‘

TMrrz (M3, Vi, Tk)

Fig. 2. Model of structural action of factors of influence on the aggregated structure with a common platform: RSi” — input flow of

resources; RSi" — output flow of resources for the time interval 7 {Ag,.} — aggregate structure on a common platform (HL) H

[1], [2] — coordinates of the installation of the laser system for different sensing options.
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Active factors influencing the dynamic and structural stability of spatially distributed objects.

According to the conducted researches, such system active factors of action can be allocated.

Absence of effective control structure and object reliability constructions systems, dynamics of destruction
due to deformation shifts under the active factors influence — automobile and transport streams and natural dynamic
factors:

1. Conflicts and incomplete knowledge that lead to errors at the stage of designing a spatial structure:

— incomplete data about the object, structures, materials, dynamics, factors, loads, destructive factors, loads,
destructive forces;

— gaps in the knowledge system of designers lead to systemic and structural errors.

2. Conflicts that arise during operation in the absence of data and knowledge of staff:

— structure of dynamic loadings and their changes on long and short time intervals;

— seasonal, natural factors, cataclysms that lead to structural damage.

3. Transport flows as stimuli of oscillations of spatial structures of bridges, platforms:

— change in the level of reliability and aging of metal and concrete supports, platforms due to vibrational
oscillations;

— dynamic destruction of materials, inadequacy of the project and facility structure to the requirements and
trends of traffic and its mass parameters and reliability.

4. Exclusion of active factors on the oscillations of the soils of platforms and supports, deformation from
dynamic perturbation and gravitational deformations.

Selection and processing of heterogeneous data on the state and
dynamics of spatial objects with vibration.

The modern period of development of science and technology needs to pay more attention to basic
research, theoretical generalization of known facts and the discovery of new ones, which become the basis for the
formation of the knowledge base. One of the ways to obtain new information in stochastic perturbations is the
synthesis of robust algorithms for data processing and creation on their basis of information-measuring systems for
vibration control using laser remote sensing of areas of greatest stress and displacement of spatial structures [15].

Depending on the type of construction, the level of vibration (data sampling) is estimated by the method of
sounding on the reflected beam (mirror surface on the structure) or direct projection sounding (photomatix installed
in the control place of the structure) (Fig. 3).

2.1 Ms CcB 2.2

SPS

Fi
—

Tl

AN
e

SPL
L] (BLK) | «— L —
| Br U(Ah(t)
U(Ah(t)) Ei oT—J LsPU
BVk
LSPU —Ei’l
B S~——

BVk

Fig. 3. Schemes of remote sensing of the vibration area of the structure (2.1. — on the reflected beam, 2.2. — projection direct probing)

Symbols in the diagram: NPL — semiconductor projection laser, SPS — stationary power supply, ILPS —
integrated laser power supply (network or solar battery), PM — photomatrix with VM basis, LV — laser reflector with

Br basis, BOLS — laser signal processing unit, Ul (Ah(t) — vibration signal of the structure. Consider the scheme of

vibration transformations of the laser signal when probing a spatial structure (Fig. 4).
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Fig. 4. Block diagram of laser signal transformations at dynamic displacements of the sounding area of the spatial structure: Fyx—
structures dynamic stress factor; Frv — dynamic transport stress factor; Fey — gravitational stress factor of spatial structure; Fuz — factor

of dynamic shifts at seasonal changes temperature, humidity, wind pressure; V,;’ — he control displacement area of structural element;

BVk — geometric domain of control basis; BLk — laser installation basis; Zc — probing signal; Zs — beaten signal; Kr(L) — laser beam
scattering coefficient

Information transformations of laser signals in the process of measuring the dynamic displacements of
structural elements can be represented as:

1. {ZKI.E} (tr) {Vk”} Dy Ah(,7)| 5y — model of the process of forming the displacement of the
i=1

structure control area due to the operator of the influence of factors 4, = (t, z') at time moment t on interval 7 ;
2. Zo(Pd,F, (7)) |y —225 Z (Pydy, Fy [AR,2)|, — A(Ah — AU)® Z (Ah) — (Ah,, A, ) — model
of conversion of laser signal parameters in the region (VK“) probing the displacement of structural elements under

the influence of dynamic factors ( P, — laser signal power, d — beam diameter, F; — signal form).
AdJM

Z (A, Pt Fy (7)) —> | ®«—K,, (Ah— AU)|B,,,

N
1ID( My, AR [1,T, ) Alg(AU(h) N AZ]

The model of measuring data obtained in the process of laser probing of the area V. formed at the output

of the photomatrix in the form of a data stream HD( ) based on the algorithm.

Based on the proposed models of measurement transformations, the information and control system of
vibration measurements is synthesized.

Stochastic methods of ICS synthesis mainly use Gaussian models of changing the parameters of the object
and the probing signal, with little attention paid to solving the problem of ensuring the robustness of systems and the
algorithms stability and processing observation results procedures.

The main studies are conducted in the following areas of statistics and systems theory [1], which are based
on[19,5, 6]:

— probable models of random processes and fields to describe object vibration and influencing factors;

— procedures for detecting, recognizing, estimating parameters and filtering signals based on selected
dynamics models that reflect the state of the technical system or spatial object at the current time;
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— algorithms of spatio-temporal signal processing taking into account the stochastic structure of
propagation channels and perturbation models for estimating real-time trajectories and trends of change of dynamic
parameters;

— procedures for multi-criteria optimization of the decision-making process for management in conditions
of data inaccuracy, which changes the load mode;

— procedures for dynamic assessment of the situation in energy-intensive facilities;

— algorithms for pattern recognition (spatio-temporal, situational) formed from data streams in different
modes of operation of the object;

— procedures for analysis and synthesis of IBC to assess the state of spatial structures of technological
objects with varying degrees of control;

—selection of indicators of signs of limit and emergency modes of the current dynamic situation in
constructions concerning the target area of admissible parameters.

The classic approach to the structural synthesis of ICS consists of structure development based on the
technical task within the existing analysis and synthesis methods, based on a given measuring system model without
taking into account the target orientation. However, information on the study object structure, the conditions of its
operation with limited resources, observability and reliability are not always fully inasmuch. First of all, when
implementing the ICS synthesis procedure, one should keep in mind the goals of the technological object, which
allows building a meaningful model and forming quantitative optimization criteria in the form of a system of quality
functionalities.

With the stochastic nature of the functioning of the object control, it is often faced a situation of insufficient
priori information.This complex problem arises especially when monitoring the state of technological spatial
structures, with unidentified structure and functions, unstable in time and blurred priorities, local goals that have no
strategic directions, and decision-making procedures that do not have systematic and effective technological
support. In these cases, the principle of dual control of the operation process is used for decision-making, which
involves the simultaneous use of signals as a means of studying the technological object, the trajectory of behavior
under the influence of perturbing factors. But there are conditions under which optimal surveillance and
management becomes impossible. This situation occurs when resource constraints or dynamic disturbances
significantly exceed the level of informative useful signal. This leads to the disorientation of LIKS and making
incorrect decisions, and in extreme conditions to an emergency situation. Under these conditions, the robustness and
efficiency of the ICS, built on the classical theory of filtration basis and the automatic systems theory with feedback
using the hierarchical structures of Masarovich, are lost. Problems of synthesis of LIX systems, as well as
information aspects of ICS functioning as a dynamic situation image shaper in the control channel of the control
system, are practically not considered in the literature, which makes the problem of robust systems synthesis. This
requires finding fundamentally new approaches to the synthesis of LICS, taking into account the achievements of
program-targeted and situational analysis, which allows to adequately reflect the situation in the target space of the
DSS system, and analysis of information about based on the interpretation of the behavior of the trajectory of
structures under the influence of active dynamic factors in space and time.

Laser sensing of oscillations of the spatial structure of the bridge with a long span

For detection and identifying transport infrastructure spatial fluctuations and large building structures, a
projection laser probing changing method to the trajectory of elements at certain crisis points of structures has been
developed. According to [6], the spatial displacements of the coordinates of the supporting structures can be
represented as trajectories (Fig. 5).
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Fig. 5. Spatial orientation of the vectors of active influences on the plane Sxyon the supports of the bridge with
the length of the span from 20 m to 100 and more meters
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To receive the spatial flux of laser signals, the photodetector matrix (FM) of the photodetector must have a
4-square structure to estimate the dynamics of the displacements of control points on the vectors (ﬁX,ﬁy,ﬁ*,ﬁ’)
according to the difference equation [33]:

trak AU, (i, Ax) =K, (U, U, ) = K, Ky (Py - P )

ne Py, P, — the power of the received laser beam AU, (7i,Ax); K,,, K, — the coefficients of
transformation of the matrix and scattering of the beam, P, P, — variation of the voltage at the output of the
channel for measuring the oscillations of the control point on the vector (Fz v ) .

In Fig. 6. the scheme of possible oscillations of the bridge platform and data selection by laser probing of
displacement control areas are given.
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Fig. 6. Oscillations of the bridge deck at oncoming traffic flows with speed V(t) and ground displacements of foundations and platforms

According to Figs. 4, 5 and models of information transformations the structural-information scheme of the
method of projection laser sounding of oscillations of the control point of the structure is formed (Fig. 7) [9, 33].
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Fig. 7. Laser spatial vibrometer with emission detection (liquid events): FM — 4 square matrix photodetector; P, — power of the probing
laser; P; —received signal; {kB,.} — channels of control of dynamics of oscillations in the base {x, y,n} with input filters of signals
{BX(I)i ( yyYa )} with frequency f,, and service of transmission Af ; {EH(Ki)} — block of signal amplifiers with coefficient K ;

AD, — analog signal detectors; BI (U s) — signal integrators unit; {S,.} — operational signal adders; DRng — discrete rank load
classifier;
N, —digital indicator; DS, — display complex indicator of dynamic displacements along axes (X, Y, Z*,Z') H
MS — mains supply system, SP — solar panels.
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Experimental research
Since special permits and equipment are required to study the vibration of bridges, foundations, platforms.
Therefore, analogues were used to estimate spatial waves under the influence of perturbations, using high-

temperature hydrodynamic flows of viscous fluid (T °C = [900—1100) based on the model of dynamic balance

(loading — flow) of resources in different control modes (glass furnace — with lateral selection of molten glass) and
laser sounding offset level.

Experiments to assess the perturbation of the glass mass surface by laser sounding were performed on the
furnace (Fig. 8) of Rokytne Glass Plant for the period (2010-2011) and other furnaces for the period (1990-2015).
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Fig. 8. Hydrodynamic model of surface solitons formationwhere: {ZB,} —loaders (continuous or pulse) charge; {IIB,.} — glass mass
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extraction devices; V; —laser control area; PDO, — spatial dynamic perturbations of the volume and surface of

molten glass mass caused by perturbation factors {F ;} .

In fig. 8 shows the scheme of the glass furnace (SP), Soliton effects occur in the control zone when the
direct wave of surface perturbation in the mass extraction channel meets the reflected one.

Graphs of the surface displacement trajectory in the sounding field and the dynamic soliton formation mode
in the channel of mass selection. The graphs show changes in the object operation modes under different load modes
(discrete pushing mechanism). During executing control commands on the loading mechanism inhomogeneous
streams of the charge fall on the glass mass surface and excite longitudinal waves. Longitudinal waves propagate
along the molten viscous surface, pass along the furnace into the mass extraction channel where under certain
conditions solitons of the surface are formed (Fig. 9).
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Fig. 9. Hydrodynamic model of surface solitons formation: (top) — the structure of the glass furnace, as a model; where SP — glass

furnace in the contour image; {331} — charge loaders, as perturbing factors; Vs — speed and loading time (Vgi,'rﬁ) 5 {HBE} — flow of
product selection; {T ,"C} — surface thermal field (T :’C -980'C ) s NPL — semiconductor projection laser for surface sensing FM —

photomatrix of laser signal Z reflected from the control area V ; {F,} — factors that disturb surface waves at dynamic loading of the

resource F, = {mi,'r,}} —mass m,, during the time interval 7, .
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2.1. The graph of the trajectory of oscillations of the viscous mass surface in the probing region V, is
characterized by the following parameters: (TK =60 ceK) control time interval, Az, — distance between solitons,
Ah, — emission amplitude, A, — rank of the pulse amplitude scale at { N = 0.5 yn, A, = 0,005 an} .

For: 2.1. — soliton amplitude: S, = 0.3 S_/. =0.2 mm ;

2.2. — soliton amplitude S, = 0.2 mm, S, =0.25 mm, S; =0.3 mm.
In fig. 10. The scheme of soliton formation is given.
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Fig. 10. Model of formation of soliton impulse at loading of a resource on a bath entrance

Designations: V, — sounding area, Z. — sounding signal, Z, — reflected signal, L, — bath length, L, —
distance to control area, ¥, — loading flow rate, ¥, — mass sampling rate at object output, F; (mK) — perturbation

factor at pulse loading of resource, V; — flow rate loading, 7, — wavelengths at perturbed surfaces: 1. L, =16 m,

2.L,=20m,3. U=I=4m.

Condition of soliton perturbation on the surface in the control area: If at a distance (//2) to (V) the

perturbed surface of the impulse with an amplitude A’ at the time ¢, passing to the point /, at the time ¢ the
impulse 4, appeared, then at the meeting at the moment tz,(r =t, —tl) formed a soliton with amplitude
A= ()

For finding the necessary TS control strategy, it is required to conduct a simulation game on the model
<CUS TS > for different classes of perturbations, determine stable Lyapunov regions I, in phase space based

on the interval partition, and then the parameters of the strategy for controlling the reliability of spatial structures
(Fig. 11).
Typical design errors of ASI, IAS

Expert long-term experience from one of the authors (FMI_AN of Ukraine, Soyuzavtomatika, Center for
Strategic Studies — Scientific, Production, Design) indicates that the shortcomings of the project are identified in the
first 72 hours after launch of automated production systems of both structural and functional type.

Accordingly, the following mistakes, made by designers can be identified in the development of ACS
(automated control system) for both organization and production.

1. Structural errors through the ACS project developing

1.1. The structure of the ACS does not meet the objectives and does not ensure the solution of problems in

full.

1.2. The project of the structural organization does not provide for the separation of automatic and
operational control and interfaces for its coordination.

1.3. The block diagram of the connection of units does not ensure the safety of energy-intensive units.

2. Mistakes in the orientation of ACS management systems regarding the way to solve a problem situation
in a complex system with a hierarchical structure.
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2.1. The selected strategies for managing the system mode do not provide a solution to the problem of
keeping units within the specified limits.

2.2. The procedures for the transition to the limit area of operation () at maximum loads due to incorrect
estimation of the allowable values of the parameter intervals and the intervals of the terminal time of exit from the
pre-emergency situation are unclear.

2.3. Incorrectly substantiated logical procedures for the formation of management teams (automatic and
operational) to ensure the guaranteed functioning of the ACS and the technological process.

2.4. Professional, cognitive, psychological characteristics and skills and experience of operational staff do
not meet the level of requirements for functional management actions.

[ [ two-way flow

1 |
Vi .
m l i m; T Vij* Transport homogeneous
1
1

I B e T T TR -$- +Ah MA{mi Vi }, M {mj, Vi}

m T Vj+ One-way flow of transport
Ah+ I with different mass
T | M7 {mi,Vi} i=1,n

m; T Vi
Ah I Complex action of transport
4 flow and wind load
I Ah

Fkn={Fi+Fvj}

I'IV/V
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sl, Sl

Formation of solitons on
the canvases of the object
{SI1, SI2} — solitons at
homogeneous flows N1 and
Sl single perturbations(Sl3) —
soliton for inhomogeneous
transport flows

Fig. 11. Models of dynamic loads on the canvas of the bridge

3. Non-coordination of dynamic characteristics of resource flows and dynamic characteristics with the
mode of technological process and control actions, as necessary for the sustainable operation of a man-made system
or organization.

3.1. Uncoordinated design and regulatory parameters, which is necessary to assess the dynamics of the
process of exit from the pre-emergency mode at maximum loads of energy-active units.

3.2. The designers have not fully agreed on the requirements for the dynamics of technological process
management, under the influence of obstacles to the control structure and information channels.

3.3. Failure to reconcile the powers of operational personnel to make decisions in extreme man-made
situations with the upper levels of the hierarchy of systems.

3.4. Insufficient protection of data collection and transmission channels from information attacks, which
leads to disorientation of personnel at the operational and strategic levels to assess the content of the situation.

According to a set of test tables for assessing the level of competence of personnel, candidates for project
and operational activities, it is possible to determine the level of cognitive — professional coefficients that determine
the projected level of efficiency during project work and operational management.

Sh(KE.) IS [O, 00-1, O] = and the risk scale.
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Sh(@,. (KF,)) =[0,00~1,0]=7,  build a table of balance of the allowable level of risks of selection of

project and operational staff, which provide a guaranteed implementation of the project (Table 1).

Balance of acceptable level of risks of selection of design and operational personnel fevled
Ne ZKE Zamk Type of intellectual, project and management operations
1. (0,9-1,0) a,, <01 Project work — development of ideas and strategies
) (0,8-1,0) a,. <015 {a)cec\(l)erldoi};)lrgn::;ltt }(:ef g;f,jitggﬁfc zlslceismanagement strategies of the system
3 (0,75-1,0) | a4 <0,2 Choice of architecture of control systems and TP units
4. (0,6-0,8) a,, <0,2 Document flow, ancillary work
5 (0,75-1,0) | &,y <0,3 Installation and adjustment works and operational management
6 (0,5-1,0) a,, <0,4 Installation work and maintenance
7 (0,2-0,4) a,, >0,7 Installation of work inadmissibility
Conclusion

Based on systems analysis and cognitive concepts, crisis situations that arise in man-made systems with
energy-intensive factors are considered. It is argued that only if these factors are taken into account at all stages:
from design to construction and operation can ensure a high level of trouble-free operation of man-made regional
and global structures.

In order to ensure a high level of reliability of man-made systems, it is necessary to take into account in the
design process active, informational and cognitive factors influencing the design and implementation of the project,
accounting the development of real dynamic situations.
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SUBSYSTEM OF COLLECTION, STORAGE AND VISUALIZATION OF OPERATING
DATA OF THE DECISION SUPPORT SYSTEM FOR MICROGRID MANAGEMENT

The paper states that the introduction of various types of renewable energy sources into energy systems turns them into
complex cyber technical systems and come to growing complexity of interaction processes in such technical energy systems
increases the complexity of the management process. The complexity of management is especially increased when such an energy
system is operated as a microgrid because in this case, and effective management is possible only if the decision-maker will have
quality information support and be able to fully monitor all information flows. To ensure the efficient operation of the microgrid, it is
necessary to collect and use in the analysis process data on the current state of the power system, on the parameters of the
environment. The monitoring process must be performed in real-time. The difficulty of data collection is that the data comes from
different sources and at different time intervals. To ensure the data collection process, a functional and mathematical model is
proposed, which describes the process of pre-processing a large amount of collected data, their verification, and storage. Data
exchange and storage for the monitoring process are provided by the operational database, the logical scheme of which is also
proposed in this paper. For the successful formation of the solution, a large amount of controlled data and the results of forecasting
the production and consumption of electricity are proposed to be implemented as a subsystem of visualization. It is the combination
of operational monitoring of the current state of the power system with the decisions of intelligent decision support services through
the operational database that provides the decision-maker with a convenient visualized form of information about the current state
of the system and the optimal configuration of resource planning and use services plan.

Key words: renewable energy sources, microgrid, information support, monitoring, database, visualization

Bipa HTEH/IPYK, FOmis IIAPOEHEHKO,
Banentun MAMKOBCBKUU, Jlennc FOPUEHKO

CyMcbkuii nepxaBHuid yHiBepcuret, Cymu, YKpaiHa
Cepriii LIEHJIPUK

CyMcbKuii HalliOHATbHU arpapuuii yHiBepcuteT, Cymu, Ykpaina

HIACUCTEMA 3b0OPY, 3BEPI'AHHA TA BI3YAJII3AIIL OMEPATUBHUX JJAHUX
CUCTEMMU HIATPUMKU ITPUMHATTSA PILNEHD AJ151 YITPABJIIHHSA MIKPOI'TL

Y crarTi BU3Ha4YeHo, Lo BIIPOBaKEHHS 40 EHEPIOCUCTEM PIZHOrO PoAy BIAHOBITIOBAHNX [XKEDES EHEPITI NEPETBOPIOIOTE
X Ha CKagHi KIOEPTEXHIYHI cucTeMamu, SKi MOTPEOYIOTL [HTEMPOBAHOIO IHTENEKTYaIbHOro yrpas/iiHHA. 3POCTaHHS CKAaAHOCTI
1poueciB B3aEMOANT Yy Takux TEXHIYHNX EHEDFETUYHUX CUCTEMax IMiABULLYE CKIGAHICTb MpoUecy yrpas/iHHsS Humyu. OcobsmBo
36I/IbLLIYETECS CKIGAHICTL YIIPaBIIIHHS, KO/IM TaKa €HEPreTUYHa CUCTEMA EKCIUTyaTyeTbCa SIK MIKPOIrpl4, OCKi/IbKU BOHA ¥ LIbOMY
BUNaAKy MAae nesHy aBTOHOMIIO ¥ QYHKLIOHYBAHHI, | JOCSITH €QPEKTUBHOIO yripaB/liHHS HE MOX/IMBO JIMILE, KO 0coba, Ka
NpMAMAaE pillieHHs GyAe Maty SKICHY [H@ODMALIVIHY MATPUMKY, Ta Matv 3MOry IOBHICTIO BIAC/TIAKOBYBATH BCI IHGOPMALiViHI MOTOKY.
Ana 3abe3rneqyeHHs] eQEKTUBHOrO QyHKLIOHYBAaHHS MIKPOrpla HEOOXIAHO 36Mpatv Ta BUKOPHCTOBYBATH y MPOLIECI aHa 3y AaHi rnpo
[IOTOYHMY CTaH EHEPrOCUCTEMY, [IPO 13PAMETPU OTOHYIOHOro CepeqoBuLya. [lpoLec MOHITOPUHIY HEOOXIAHO BUKOHYBaTU Y
peasibHoOMy Yaci. Lje 403BOJISE BIACTIAKOBYBATU PIBHOMO Pogy 3MIHH, Ta BYACHO HA HUX PearyBaty, 3MIHIOYH NapamMeTpu MIKporpiz.
CKaAHICTb 360py AaHnX MONISAra€e y TOMy, WO AaHI HAAXOAATE 3 PI3HUX [XKEPE/ Ta y Pi3HI 4acoBi iHTEpBam. /15 3a6e3rneqeHHs
npouyecy 360py AaHuX 3arporioHOBaHO QyHKLIOHA/IbHY Ta MaTteMatnyHy MOAESb, SKI OUCYIOTbL IPOLEC IMONEPEAHBOI 06pObKM
BE/IMKOro 06CAry 3i6paqmx Aamux, ix Bepu@ikauiio 1a 36epiraHHs. ObMiH fgaHumu Ta iX 36epiraHHs A/15 MPOLIECY MOHITOPUHIY
336€e31eYyeTHCS ONIEPATUBHOK 6a30t0 AaHuX, JIOMYHa CXEMA, SKOI TaKOXK 3arporioHOBaHa y Liv CTaTTi, [1s yCrmiluHoro ¢popMyBaHHs
DillIeHHSI BE/MKMI 0OCSI KOHTPO/ILOBaHUX AaHNX Ta PE3YJIbTaTy MPOrHO3YBaHHS BUPOOHNLTBA Ta CIIOXUBAHHS €/IeKTPUYHOI eHeprii
3ariporioHOBaHo peasnizyBatn K MgcucTemy Biyasizayli. Came MOEAHAHHS ONEPATUBHONO MOHITOPUHIY [1OTOYHOIO CTaHy
EHEProcuCTeMU 3 DILLIEHHSIMU IHTE/IEKTYA/IbHUX CIYKO CUCTEMU MIATPUMKU MPUIHATTS PillieHb YEDPE3 OrepaTusHy 6asy JarHmx
H3AaK0Ts 0CO6I, 1O NPMIMAE PILLIEHHS], V 3PYYHIV BI3yasi30BaHivi QopMi IHGOPMALIO PO rMOTOYHUY CTaH CUCTEMU Ta ONTUMA/IbHY
KOH@Irypauito niaHyBaHHs pecypCiB [ 1/1aH BUKOPUCTAHHS], KU ODIEHTYETLCS HA MIABULLEHHS PIBHS E/IEKTPUYHMUX MTOCTTYT.

Kito4oBi c10Ba:  BIAHOB/IIOBA/IBHI [XXEPENA EHEDPIT], MIKDOrpls, IH@OpMaLiiHa MgTPUMKE, MOHITOPUHI, 68338 AdHMX,
Bi3yasizayis.

Introduction

The global energy crisis, caused by russian invasion of Ukraine, requires the final abandonment of fossil
fuels and the rapid transition to renewable energy sources (RES) usage for electricity generation in the housing and
utility sector and industry for all sectors of the economy. Therefore, energy production, distribution, and
consumption require the development and creation of more innovative and energy efficient approaches. Replacing
traditional power generation with generation from RES also poses new challenges to electricity consumption and
distribution, and requires the implementation of Smart Grid technology, as well as the integrated management of
next-generation power grids. In turn, the modern development of Smart Grid technology turns it into a global
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concept of energy interconnection, allowing it to replace traditional approaches to the management of production,
distribution, and consumption of electricity with more efficient ones.

Thus, the new generation of Smart Grid is transformed into cyber technical systems with integrated
intelligent control. This transformation, in addition, allows to save electricity, avoid transportation losses, and
develop energy savings. Environmental friendliness and energy efficiency are often achieved by changing the
paradigm of "centralized» to the "decentralized" electricity production through the various RES usage, reversing the
logic of production and distribution of electricity, and the use of new software to perform functional energy
optimization. Along with this, there are many questions related to digitalization the processes that accompany the
electricity life cycle, from the moment of its production to storage, distribution, and consumption. The use of
integrated intelligent management throughout the energy life cycle can increase profits, and such a transformation is
aimed at more efficient use of available energy resources, especially renewable energy resources. In turn, the ability
to intelligently manage complex cyber technical systems with RES is the ability of decision support systems (DSS)
to collect data, convert it into information, store information, use the results of information processing for decision-
making and change the power system behavior. It allows saving expert knowledge gained on the basis of previous
experience. Conventionally, DSS tasks for Smart Grid energy management can be divided into those involving
decision-makers and those that are not controlled by such a person. The quality of the decision very often depends
on how fully the decision-maker receives information and can perceive it. In other words, the quality of
management decisions depends on the quality of information support of the decision-maker. Such information
support is formed by data collection, storage of data that provides monitoring, as well as the process of providing
information in a user-friendly form for decision-making.

Related works

The development of the Internet of Things (IoT) [1] and smart home technologies [2] is designed to
monitor and manage energy consumption in buildings. The combination of these technologies allows to monitor
energy consumption in different rooms or locations or give information on the current state of functioning of energy
sources. An example of successful energy management is monitoring and managing energy consumption via the
Internet. The solution proposed in [3] allows for a review of how people use, store, and manage energy. Once
connected to this system, any device becomes an intelligent space with a rich set of functions and capabilities for
energy consumption monitoring and control.

It should also be noted the advantages of monitoring systems that perform monitoring at the moment.
Because the observed objects are constantly changing or evolving, dynamic monitoring systems have the ability to
predict the failure of the object to be observed or to determine the probability of danger at the time of its operation
[4-5].

IoT technologies also facilitate the collection of information about the operation of solar panels or charging
stations and monitor the movement of the sun by using special trackers to monitor the sun [6], which increases the
amount of electricity generated by about 35-50% [7], as powered by solar panels behind the sun.

Analysis of the results of the previous study revealed that to increase the effectiveness of the decision,
information from the decision support system to the decision maker should come in the form of charts, graphs,
tables, etc., which visualize data for energy management. Consider a few software products that visualize real-time
monitoring data.

The first application was the Microgrid Digital Control Solution from Schneider Electric [7]. It is a desktop
software that allows viewing real-time data with a simulation function, where you can see where and where the data
comes from, as well as view weather conditions. Additionally, you can see the maximum voltage and energy
consumption percentage. In the interface of this software, it is possible to view in the form of graphs how much
energy is produced. Its feature is the ability to view individual network components and the percentage of their
energy.

The application "Grafana" was also considered [8]. The Grafana Dashboard collects information and
displays it in a convenient form for the user via the web interface. The Grafana software consists of a graph of time
series so that the operator can observe the evolution of the measured temperatures. The user can zoom in on the
graph, as well as select the time interval for visualization. In addition, the sensor illustrates the instantaneous value
of one temperature to get a first look at the value on the sensor. Another element that was considered relevant is the
table, which presents the indicators, namely the current, minimum, and maximum temperature for each sensor.

The third studied application is a modification of the MathLab software, more precisely its library.
Simscape Power Systems is a standard SIMULINK library. It consists of a database of electronic components, as
well as modeling and analysis tools for power systems. The library is also designed to develop and test control
systems in integration with power systems; this makes it suitable for microgrids modeling [9]. This library allows
performing a simulation, as a result of which the program displays visual indicators in the form of graphs depending
on the specified parameters.

Consider a full-featured application for real-time microgrid simulation ETAP Microgrid Management [10].
After enabling the simulation, you can view detailed indicators of individual devices in real-time, as if physical
devices are now connected. The application displays devices connected to the system and provide the ability to track
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their performance in real-time. The program can display information in the form of graphs. You can view the
performance of a separately connected device. It is possible to view a specific energy capacity in the form of a
graph, as well as individual indicators such as speed, temperature, voltage, humidity, etc. in the form of a bar chart
and a regular table. It is possible to view individual indicators in the form of a pie chart.

The functions of the information system, which is currently being developed but is attracting attention, are
also considered - it is Monash Microgrid [11]. This system allows you to visualize the microsystem as a 3D model.
More precisely, it visualizes real buildings on a Google map and depicts the system of connecting power and its
connection to buildings.

It would also like to consider the oldest but still popular visualization system - LabVIEW Visualization
[12]. The graphical interface is designed using LabVIEW software to visualize system parameters in real-time. As
an instance, you can visualize the values of direct current inverters, such as direct current voltage, solar panel power,
etc. Using this software, it is possible to make several modes of data visualization in real-time.

After analyzing the existing information technologies and software tools, it can be concluded that in order
to collect, store and visualize data in the DSS and to organize effective interaction of the decision-maker, the DSS
must provide real-time data visualization and support for several types of data visualization.

Purpose

Increasingly, engineers create smart microgrids with renewable energy sources - systems that can operate
separately from the centralized power grid. But such microgrids often have problems related to their internal
technological limitations of power supplies [13]. Because of this, it is usually impossible to determine how
efficiently energy is produced and how efficiently it is used without monitoring. In this regard, there is the problem
of how to perceive the collected data and control the energy of the end consumer. To solve this current problem the
tools and methods of data collection, storage and visualization are used, which in turn determines the relevance of
this study. Through operational monitoring of the current state of the microgrid system, intelligent DSS services can
provide users with a convenient visualized form of the optimal energy resource planning and improve the level of
electrical services [14].

The object of the study — to provide information support for the decision-making process in the energy
management of microgrids.

The subject of the study — information technology of data collection, storage, and visualization in the
energy management of microgrids.

The aim of the study is to develop information technology for data collection, storage, and visualization for
the DSS system in the energy management of microgrids. This information technology should be implemented in
the subsystem of collection, storage, and visualization of operating data of the DSS for microgrid management.

Proposed technique

In the study, we consider a typical small microgrid, which consists of a set of photovoltaic panels, wind
turbines, and a common energy storage bank, and also has a connection to the external power grid.

The process of decision support in the management of such a microgrid pre-includes the collection and
processing of data on weather data, the current state of the power system, determining the forecasted value of
electricity generation and consumption, and quality indicators, and consists of recommendations for the optimal
operating model. This process is divided into sub-processes that are implemented by the respective DSS subsystems.
Some of these subsystems have auxiliary functions of data visualization. Appropriate technical and software tools
for data collection, processing, and storage are required for the implementation of information collection and pre-
processing.

Data that enters the DSS can be input once by the authorized user when it's registering in the system, as
well as entered from external information sources online. In turn, operational data are divided into data coming from
the automated control system and characterizing the current technical condition of the object of observation - the
microgrid, and data collected from external information sources - data on forecast meteorological conditions. At the
preliminary stage, it is necessary to check the accuracy and integrity of data transmitted from the automated control
system, as well as from weather forecast websites. After the validation collected data are stored in the database. The
data obtained online are used in evaluating the list of alternatives to the modes of the microgrid operation, as well as
in calculating the criteria for choosing a solution regarding the microgrid operation mode. The decomposition of the
process of collecting and pre-processing information in the form of a diagram in the IDEFO notation is shown in
Figure 1. The components of this process are "Data Collection", "Data Validation", "Storage to Database" and "Data
Conversion".

All monitored data can be described as a set M,=M,, UM, .1t consists of two subsets:

- subset M »  that consists of parameters that are collected from external information sources (these data
are variable in time) and entered by the user;

- subset MP", that contains the calculated parameters.
Set of the parameters collected and entered by the user M, can be presented in the form:
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M,,={Mwo,Mres, Mg, MPl, M, .},

Model of collecting and

pre-processing information
Parsing

technology

Input data .
» DataCollection

Data Validation

Sensors

::: Processed data

-
[}

Storage to Database

Data Conversion

Manitoring
Subsystern

Fig. 1. Decomposition of the process of collecting and pre-processing information in IDEF( notation

where Mwo is a set of forecast weather conditions; My — a set of data on the available microgrid with RES
configuration; Mp; — a set of data on geographical location of microgrid with RES; M, — a set of data on the local
distribution networks to which it is planned to connect the microgrid; M., — a set of data that characterizes the
current technical condition of the microgrid (for example, the battery charge level).

Data M5, Mg, Mp; are entered once at user registration, data Mwo, Mg are collected from external sources
real-time, B they are the main factors that affect the microgrid current state and are crucial for the formation of
energy management decisions.

Model data collected from external sources (M ), can be presented as a set of weather forecast data that

are real-time collected. M is described by an ordered set of elements:

M,,={(t.E.T,V)},

where ¢ — time interval for which meteorological indicators are provided on the weather site (hours);

E — the level of insolation and precipitation in qualitative characteristics (clear; variable cloudiness; cloudy;
cloudy and precipitation);

T — temperature, (°C);

V — wind speed can also be represented by the range of values from initial to final (m/c).

The data flow diagram in the process of collecting, storing, and displaying information to the user is shown
in Fig.2.

External data
sources

User

Fig. 2. Data flow diagram

Data on the current state of the microgrid enters the operating base from various sources, such as sensors or
meters. At three-hour intervals, forecast weather data is recorded to provide forecasts of energy generation by
devices for the day, three days, or a week ahead. Data from microgrid devices are received every hour. These data
are visualized on the web interface and used for data warehouse filling. The data in the data warehouse should be
updated at midnight Greenwich Mean Time in order to minimize delays in the operation of the entire system.

Figure 3 shows a logical model of the operational database that stores current information.
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Fig. 3. Logical model of database

Information support of the decision-maker is provided through the subsystem of visualization of monitoring
results and analysis. The collected data, processed data and data from analysis process are displayed in an easy-to-
understand format in the form of diagrams, graphs and tables.

Thanks to the graphics module, which allows to build different types of graphics and configure them,

provides visual output, namely:

- construction of graphs with data updates every 5 minutes with data display: on the X axis time
(day, month, or week), on the B axis indicator of electricity use.

Archived data
storage
MySQL

F Sensors W

Webpage

I

Web templates

I

Modules and components
Iffooter.phﬁ:l

[ link.php )}~ ~

— 7"_\Navharphp/::

[ grafphp I

I_‘.sidebar.php' | { weather. php.\_!

—

Fig. 4. Architecture of data visualization subsystem
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- display tables with the ability to add and edit data with information about users, energy data, etc.;

- display of weather data as a separate widget.

The subsystem of data collection, storage and visualization allows to differentiate access rights of separate
groups of users:

- user — does not have full access to the system, namely it can view data and add them to the
database;

- administrator — has full access to the system and its settings, such as the user, as well as the ability
to add and remove users, delete information from the database. The use case diagram is shown in Figure 5.

The visualization subsystem performs the following functions:

- displays data coming from the database in the form of graphs, tables and charts;

- implements saving data in .png format;

- implements fast work of updating data in the system.

The visualization subsystem allows:

— personal data editing — allows to change or add personal data about the client or administrator;

— authorization — allows to authorize in the system for further work;

— registration — gives the client the opportunity to register in the system,;

— remote control for microgrid — allows to turn on or off a separate device in the microgrid;

— view microgrid energy data — the user can view all data in the microgrid;

— editing microgrid data — depending on the access rules, the user can edit the data in the microgrid.

%
i

Administrator

Web-application of collecting, storage and visualization mierogrid datﬂJ

Editing personal data —
Remote microgrid control ¥
' | wmysaL

View microgrid data
Editing microgrid data /

Fig. 5. Use Case Diagram

"Artifact”

N filo”
MySQL

Registration

The data visualization subsystem consists of components and modules, which are listed in table.

Table 1
Modules and components

Ne Modules and components Description

1 link.php All external links used in the web application

2 grafscript.php The module contains settings for graphs

3 navbar.php Navigation menu module

4 weather.php Configure the weather API used in the web application

5 footer.php Footer with contact information

6 include database.php Database connection module

7 config.php An application configuration component

The data enters the visualization subsystem from the database. Information is obtained from the
OpenWeatherMap API and devices, using the HTTP protocol. The visualization subsystem is created with the help
of modules that are interconnected and form full-fledged page templates, and are connected into a full-fledged data
visualization subsystem, which provides informational support to the decision-maker in DSS management of
microgrids.
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Results
Here is an example of working with the data visualization subsystem. After confirming all the data, the user
gets to the main administrative page (Fig. 6), where we can view the current weather indicators (Fig. 7).

Microgrid SSMEnergy
:::]
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Fig.6. Main administrative page
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Fig 7. Weather indicators

Below the weather indicators on the same page, the user can view the archived information on the
performance of solar panels (fig. 8).

ApXiBHI NOKaZHUKK

Norousa
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| \ | | \ | \ |
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4 40 40 2 2 6.12.2021 19.16:50 230 220 240 330 330 390 215 1 a o
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6 150 11 5 1 6.12.2021 19.16:18 230 220 240 350 315 310 230 o 1 ()

7 200 sa 3 2 6122021 199470 290 220 240 560 310 310 219 . 0 1

& 110 38 16 3 6.12.2021 19:17:23 230 220 240 380 370 350 220 1 1 1

Cropiwen: 1 4 Brepen OcTawwid 134

Fig 8. Table with archived data

Below from the presented table it is possible to view the voltage of the phases of solar panels in the form of
a bar plot, which is presented in Figure 9.
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s
200 n éa;;;
Fig 9. Bar plot of solar panel voltages
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Also, you can view information about the voltage of solar panels relative to their power, in the form of a
scatter plot (Fig.10).

Conauki naveni

NomyxwicTs, BT

Fig 10. Scatter plot of solar panel voltage relative to their power

Conclusions

The paper presents information technology for data collection, processing, storage, and visualization.
Information technology is implemented as a subsystem of the decision support system in the management of
microgrids with renewable energy sources.

Previous analysis of technologies and methods that support the collection, storage, and visualization of
monitoring data, confirmed the relevance of the study because in the decision-making process in microgrid
management to improve the quality of the decision is possible only by improving the information support of the
decision-maker.

Developed functional model of data collection and storage, the mathematical model of data monitoring,
allow to formalize these processes and provide effective monitoring of a large amount of heterogeneous data at
different time intervals.

An operational database has been developed to store the information received in the process of data
collection, forecasting of consumption, and production of electricity, in connection with the subsystem of data
visualization. The operational database stores information on the current state of the power system and short-term
forecast data.

The visualization subsystem outputs data in a user-friendly form. It is designed for different categories of
users and provides each user with information following his authority. This subsystem will be used as the
component of the decision support system in the management of microgrids with renewable energy sources.

The developed subsystem of the decision support system for microgrid management has an advantage over
existing data visualization systems for energy microgrids operation. It is that the use of the subsystem will provide
comprehensive information support for decision-making in the intelligent energy microgrids management with
renewable energy sources.
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BUILDING A LOGICAL NETWORK FOR SOLVING THE PROBLEM OF CAR
RENTAL BY MEANS ALGEBRA OF FINITE PREDICATES

The article is devoted to the research of the tools of algebra of finite predicates for the system analysis and formalization
of the task of automating car rental according to the selected parameters. In particular, the process of optimal car selection
depends on the following parameters: car class, brand, availability of driver, type of trip and its duration, fuel type, tariff type, as
well as season and weather condiitions. Each of these criteria has its own area of definition, where you need to take into account all
the relationships and influences between the values of the entered variables (criteria). The aim of the work is to increase the speed
of data processing in the problem of car rental by dividing the input multi-place ratio into a binary composition. The technique is
based on the means and methods of algebra of finite predicates. Introduction of the predicate of object recognition in the specified
subject area allowed to formally describe data of any type, and the applied method of construction of logical networks provides
increase in speed of information processing due to parallelization of processing processes. Thus, a complex multi-place relation was
divided into a composition of binary relations described in the language of predicate algebra, taking into account the detailed
system analysis of the subject area. A scientific novelty is the constructed mathematical model of the car rental problem, which is
represented by a predicate that depends on thirteen variables. This predicate is characterized by a system of twelve binary
relations, which are represented in the article by dual graphs and formulas of the corresponding predicates. The model predicate is
a composition of all constructed binary predicates. The practical significance is due to the logical network built on the basis of a
mathematical model, which allows from the relationship "many to many" to move to the relationship "to each other"” and parallelize
the process of information processing. The result is a logical network of car rental problems, which works iteratively until it receives
stable results in two consecutive steps and allows you to solve problems of analysis and synthesis for car rental according to
selected parameters.

Keywords: algebra of finite predicates, predicate of object recognition, logical network, mathematical modei, relation, car
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Ipuna BEYIPCBKA, Oner KOBUJIIH, Crenan ITPOKOIT’€B, Anna BEUIPCBKA

XapkiBchbKuii Hal[iOHAJIBbHUH YHIBEPCUTET paioenekTpoHiku, XapkiB, YkpaiHa

Maxkcum KYYEPEHKO

HamionansHuii TexHiqHUN yHiBepcuTeT Ykpainu « KuiBcbkuii momitexHiuHmi iHCTUTYT iMeHi Iropst Cikopebkoro», Kuis, Ykpaina

MOBYJIOBA JIOTTYHOI MEPEXI JIJIsI PO3B’SI3AHHSA 3A/IAUI OPEHIA
ABTOMOBUIIB 3ACOBAMMU AJITEBPU CKIHYEHHUX ITPEJIUKATIB

CTarTio npUCBSIHEHO AOCIAKEHHIO IHCTPYMEHTAPIS a/Irebpu CKIHYEHHNX MPEANKATIB A/15 MPOBEAEHHS CUCTEMHOIO aHasizy
7@ QOopMasni3aii 3a4a4i aBToMaTmn3aLii opeHan aBTomMobiIiB 3a 06paHuMK napameTpamu. 30Kpema, poyec OrnTUMasbHOro BMoopy
aBTOMOGINIS 3a/1eXUTb B HACTYIIHUX NapaMeTpiB. Kaacy aBTOMOGINs, Woro Mapkw, HasBHOCTI BOAiS, Turly M040OPoxi 1a ii
TPUBAJIOCT], Ty Naamea, Tiiy 1apu@y, a TaKkox CE30Hy Ta MOrofgHuX yMoB. KOXEH i3 3a3HaYEHnX KPUTEDIB Ma€e CBOK 06/1acTb
BU3HAYEHHS, A€ MOTPIOHO BPaxoByBaTH yci B3aEMO3BA3KM Ta BIUIMBYU CaME MK 3HAYEHHSIMU BBELEHUX 3MIHHUX (KpUTEDIiB). MeToro
POOOTY € MTIABULLEHHS LBUAKOAI 06POOKN [AaHHUX B 33434/ OPEHAN aBTOMOIIIIB 3@ PaxyHOK PO36UTTS BXiAHOro 6aratoMicLieBoro
BIAHOLLIEHHS Ha KOMIIO3uLito GiHapHuX. MeToguka rpyHTYETbCA Ha 3acobax 1a METOAAX a/Irebpu CKIHYEHHUX MPEaNKaTis. BBeaeHHS
MPEANKATY BITI3HABAHHS MPEAMETIB Ha BKA3aHIM MpegmMeTHivi 06/1acTi 403BO/MI0 OPMATIbHO OnMcaTv AaHi ByAL-sKkoro Ty, a
3aCTOCOBaHW METO4 IOGYAOBU JIOIMHHNX MEDPEX 3a6e3reyye MABULYEHHS LUBMAKOCTI 0Bpobkv iHGopMauii 3a paxyHoK
PO3rIapasnesitoBaHHS MpPoLeciB 06pobku. TakuM 4YuHOM, CKIGAHE 6aratomicyeBe BIfHOWEHHS Oy/10 pPO36UTO HA KOMIIO3NULIHO
GiHapHUX BIAHOLLIEHD, 1O OIMUCYIOTHCS MOBOIO a/Irebpu NPEANKATIB 3 ypaxyBaHHIM AETA/30BaHOI0 CUCTEMHOIO aHa i3y MpeamMeTHoOI
0671aCTi, HayKoBOK HOBU3HOKO SB/ISETLCS M0BYA0BaHa MaTEMATHYHa MOLESTb 334a41 OpeHAn aBToMObIfB, SKY MOAAHO MPEANKATOM,
LJO 3aNIKUTH B TPMHAALSTYU 3MIHHNX. Led MDEANKAT XapakTEPU3YETLCI CUCTEMOIO ABAHaAUATY GIHaPHUX BIAHOLEHDb, SKI B CTaTTi
TPELACTABIEHO ABOAO/IbHUMYU  rpagamu T1a @OpMysiamu BIAroBIAHNX PEAUKATIB. [IpeEaUKAT MOZE/N € KOMIIO3NLIED YCiX
ro6byfoBaHnx GIHapHUX MPeAnKaTiB. [IpakTu4dHa 3Ha4YMMIiCTs OBYMOBJTIOETLCS M0GYAOBAHOKO Ha OCHOBI MateMatnqHoi mogesti
JIOMYHOK MEPEXED, LYo JO3BOJISE Bif BIAHOLEHHS «6arato A0 6aratbox» MeperTH [0 BIgHOLWEHb <OAMH [0 O4HOro» T1a
PO3r1apanesinTv rpoLec 06pobku HGopmauli. Pe3y/ibTatoM poboTy € roby[OBaHa JI0rYHa MEPEXa 3a4ayql OpeHan aBToMoOIIB, Lo
MIPALIOE ITEPALIVIHO A0 TuX 1D, MOKU HE OTPUMAEE CTa/Ii Pe3y/ibTatv Ha ABOX KPOKax rnigpsa 1a AO03BOJISE PO3BS3yBaTH 3a4aqi
aHasizy 1a CMHTE3y A/15 OPEeran aBTOMOOI/IIB 3a BUOPaHUMU 1apamMeTpam.

Kto4oBi c10Ba. anrebpa CKIHYEHHUX MPEANKATIB, MPEANKAT VIT3HABAHHS MPEAMETIB, JIOridHa MEPEXE, MAaTEMAaTHYHA
MOAE/Ib, BIAHOLEHHS], OPEHAA aBTOMOGINIIB, MPEAMETHA 06/1aCTb, KPUTEDIH.

Introduction
The information processing and transmission, especially in large volumes, accumulates and intersects,
which in the wrong organization leads to the loss of some data or to finding the wrong result, the system can also
simply be overloaded. Relationships within the system are quite complex [1]. If we consider all the elements of the
system to be equivalent and consider their interactions, the structure of the object under study will be too complex
for automation and further improvement, as well as for the end user. In addition, the information in the system is
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often presented in different forms. Therefore, it is important to have the tools to formally describe such data, to
describe complex relationships and to build an appropriate mathematical model.

Related works

Nowadays, there are many programs for rent and lease accounting [2-4], designed to automate paperwork,
staff work, direct accounting and optimization of various equipment, vehicles, real estate and more. As a rule, they
allow you to set the price, fill in the nomenclature, attach a photo, barcode, specify the duration of the lease, even
different markups for certain categories of customers. However, little attention is paid (or not taken into account at
all) to the fact that the data themselves can be complex, and no direct interdependence between different data is
studied, which leads to duplication of information and reduce the speed of its processing.

It is very important to analyze the subject area in detail, and only then build a mathematical model. And to analyze
the system, it is advisable to formalize it, identify variables, values of variables and identify the essential relationships.

The language of algebra of finite predicates allows not only to formally describe the process of data
processing taking into account the detailed system analysis of the subject area, but also allows to build an
economical model in the form of a logical network by decomposing the input many-placed relationship [5,6].
Relationships are described by predicates of algebra of finite predicates, and the introduced predicate of object
recognition allows to describe data of any nature [7-9].

Purpose
The problem of automating car rental is solved by building an appropriate logical network by describing the
subject area by means of algebra of finite predicates, decomposition of the original multi-place predicate into a
binary composition and introduction of additional internal variables characterizing the subject area. The aim of the
work is to increase the speed of data processing in the problem of car rental in the form of a logical network by
dividing the input multi-place relation into a composition of binary means of algebra of finite predicates.

Proposed technique and Results

The subject area "Car Rental Company" was taken to perform this task. The task consisted of building a
logical network using predicate algebra and building a mathematical model.

Regarding the formal description and selection of criteria, three criteria were selected, namely: x;— car
class, X3 — car name, X3 — presence of a driver. It should be noted that the attribute of the presence of the driver
actually determines the type of service provided (taxi or car sharing).

Regarding the allowable values of the first attribute, it was decided to use six main classes of cars. It should
be noted that this classification is generally accepted, but may differ due to certain conditions, for example, if all
cars of a certain class are not in sufficient demand. This phenomenon may be caused by insufficient earnings of
citizens of the settlement.

xi- Economy, x} — Comfort, x? — Comfort+, x} — Business, x] — Premium, x% — Elite

The company's fleet consists of the following cars:

a2 — KIA Rio, x% — Chevrolet Lacetti, x3 — Volkswagen Polo, x5 — Hyundai Solaris, x5 — Renault Logan,
x§ — Skoda Octavia, ¥ — Hyundai Elantra, x§ — Toyota Camri, xJ — Kia Optima, x3° — Hyundai Sonata, x3* —
Mercedes-Benz E-class, 3% — BMW 5, x1% — Audi A6, x3* — Mercedes-Benz S-class, x4% — BMW 7, x4% — Audi
A8, x37 — Mercedes-Maybach S-class

The last attribute can take only two values, and it was decided to order the order of any car listed in the list
of available, both with the driver and without him.

The predicate x3 means a presence of a driver, the predicate *3 means a driver is not present

The general view of the car rental company will be as follows (table 1), where the intersection of all
attributes instead of a certain value will contain an expression obtained from the algebra of predicates and a pre-
specified list of attributes and their valid values.

Table 1
Relationship between class, car name and driver availability
Class Car Name With driver No driver
1 2 3 4
Eeonomy KIA i g, TR
Chevrolet Lacetti xi-x%xé -q, xfx%x% —qy0
Volkswagen Polo xi-x%xé =qs xfx%x% =
Hyundai Solaris xi’x%xé —qy xfx%x% —qq
Renait Logn xlxix=as xhaiaizay
Comfort Skoda Octavia xfx%xé =g xfxgxg =3
Hyundai Elantra xfxgxé -q; xfxgxg — Qa4
Comfort+ Toyota Camri xfxgxé =qq xfxgxg =5
Kia Optima xfxz‘?xé:qg xfngxg:qzﬁ
Hyundai Sonata xfxéﬂxé =q4p xfxé.ﬂxg =qy7
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1 2 3 4
Business Mercedes-Benz E-class xf xél xé =4y xf xél x% =g
4..12..1 412 .2

BMW 5 XiXz"X3=0q32 X X357 X3 = fag

Aud A6 SR E I Er

Premium Mercedes-Benz S-class xf x %4 Xé =G4 xf x é"“ x% =31
5,15..1 _ 5.-15..2

BMW 7 XjX3"X3=15 X]X3 X3 =33

A 58 BRE xind =g,

Elite Mercedes-Maybach S-class x8xi’xi=qy7 xPx37 %% = qay

Next you need to use the variable m — determination of the name of the car according to its class and the
presence of the driver. To define 71 you must consider the values of all possible combinations of attributes x,%;
and X3. In this case the predicate of the car name will look like this:

m(xy,X,,%3)=x{x5x3 vV xtxdxd v aiadad v atadad v atadad v atadad v adadad v xfadad v xtadad

1,522\ 329621\ 2220622 v x2x70d v x22722 v 31801 v 131822 v 13590l \/ 43292\ 434101 \/ 13,102
Voadadad Voddagad V addagad v xiagxs v g as Vodadag Vadadad Vadagad Vadadad v afag®ad v ajxi’ad
V XTX3 X3V ATXS X5 VAT g VATt Vadadad vadaal vaiaad vaiafag vadaPad vaiaPadv

S 1601 \/ 15006, 2 \/ 08,1701\ 1B 17,2
x7xa3%x3 Vagaz®xs Vagas'ag Varagag .

Performing a disjunction operation on a variable:

xq

1

1.1 1.,1.2 _ _
xzxz VO Xjxaxz = qqV gig=my,

2

2.1 1.3.3 _ _
xXyx3%3 V X1x3%5 = g3V 9=y,
1,31 1,32 _ _
X1X3x3 V Xjx3x3 =q3V zp=Mg,
XTAXGV X{X3XG = quV Gy =my,

1.5.1v; +1.5.2 _ _
X3x3x%3 V X1X3%5 = G5V g2 =Ms,

X{AFA3V X3x5%5 = qgV Ga3= M,
X{IXTV X733 = q;V gaa=my,
xixfxi v xixfxi = qaV qs=mg,
xfx3xgV x§x3x5 =gV Gye=ms,

3,101, 3,102 _ _
Xjxg AV x1x3 X3 = @10V gz27= My,
4, 11,1y ydy itz

xquizxf x{ixfzx% =q11V gzg=Mmyy,
X7x3° X3V Xyx5°x3 = @13V 9= My,

4,131, .4.13.2 _ _
X7x Az V XX X5 = @13V gzp=Mys,
5,041y, 5,14 2 _ _
X]x3" Az V x{x7 X3 = q14V g3 =My,
x]x°x5V x3x3°xF = qisV Gz =My,
5,16, 11, 5,162 _ _
X7x3°A3V X7x3°X3 = @16V 33 =My,
xx37 x5V 2523725 = q17V Qaa=mys

The motive that prompted the operation of a disjunction operation on a variable is the desire to obtain an
economical system of influences of definitions, in which each influence of the definition of the name of the car
would correspond to one and only one name.

Binarization of a predicate that combines ™M with variables Xy, Xz and X3

Py (X1, ™) = X{(M1V My V MgV MaVMs) V X{(MeVM7) V. x3(MgV MgV yg) V XM 13V M VM g3) V
X3 (M 14V M5V ) V X§ My,
Py(x5, m) = X3y V X5myV x3my V x3my V x3mg V x§mg V x3m; V x§mg V ximg V x3%m,o vV
X3 myy V xgtmy, Voadmgg V xstmy, V xdimy s V x3omy v xy my;,
Py(x3,m) = (X3 V x3)(mMy V MV MaV MV MgV MgV MaV MgV MgV MgV MyqV MypV MgV MV
MysV MygViny7).

Let's represent the relations obtained by binarizing the predicate using graphs.
Graph of the relationship between 71 and x; variables shown on fig.1.
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Fig.1. Graph of the relationship between mt and xj variables

Graph of the relationship between m and x; variables shown on fig.2, where N belongs to the range from 1

to 17 inclusive.
N

N

Fig.2. Graph of the relationship between #t and x> variables

Graph of the relationship between mt and X3 variables shown on fig.3.
1 2

Fig.3. Graph of the relationship between m and x3 variables

Let's classify further the cars available for rent according to the following criteria: y1— rate type, ¥ — trip
type.

According to the first attribute, rates are divided into: ¥ — morning, v — day, yi — evening, v — night, yi
— mixed, for the second attribute, it can take the following values: V4 — trip through the city, ¥Z — trip between
towns.

Table 2
Relationship between rate type and trip type
Rate type Trip through the city Trip between towns
morning ylyl:}'{ 1}11}2 =k

S1Y2 1 L1152 6
day yiyi=k yivi=k;
Evening 'pf'yl :ffg 'pf'yz:.lfg
Night yiys=ks yiyi-k
Mixed 'pfvl:ff5 'Ff'i"zzkm

Next you need to use the variable 7 — determination the name of the car according to the type of available
rate and trip. To determine 1 you must consider the values of all possible combinations of attributes Vyand ¥s. In
this case the predicate of the car name will look like this:

n (VLY =Vivivyivi vyiys vyivivyivi v yivivyiy v yiviv yivi v yivi
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Performing a disjunction operation on a variable:

VivaVyiyi =k Vkg=n,
VEVIVyiyi=k,Vk; =n,,
VviviVyivi=ksVkg=mns,
VIVa VYiy: =k, Vkg=ny,
Viva Vyivi=ksVkyp=ns.

Let's binarize the predicate that combines 7 with variables yyand y5:

Py(V1, ) = iy V¥in, v ying v ying v yins,
Ps(va, ) = (¥ V y5) (1, V Ny Vg Vg V nig).

Let's represent the relations received at binarization of a predicate using graphs.
Graph of the relationship between 1t and ¥, variables shown on fig.4, where N belongs to the range from 1

to 5 inclusive.
N

N

Fig.4. Graph of the relationship between n and ¥; variables

Graph of the relationship between 1 and Vv, variables shown on fig. 5.
1 2

1 2 3 4 5

Fig.5. Graph of the relationship between 1 and y;variables

In the case of long trips or long-term car rental, cars should be classified according to the following criteria:
z,— a fuel type that is accepted by car, 2Z; — a duration of trip with a full tank (table 3).

According to the first attribute, its allowable values are the three most popular fuels, namely: zi — petrol,
z% — electricity, z3 — diesel. As for the second attribute, it was decided to divide it into the following values: 23 — up

to 2 hours, 2% —up to 6 hours, z3 — until a day, z5 — more than a day.

Table 3
Relationship between class, car name and driver availability
Trip duration Petrol EleF;:ilctiyt}ll)e Diesel
Up to 2 hours ZJ{‘Z%:I]_ ZJZ_Z%:IE —
Up to 6 hours zlzZ-1, zizi -1, zizi=1g
Until a Day zizi=1, zizi=1; zizi=1ly,g
More than a day Zi‘zgzh zfzé‘:lg —

Next, you need to use the variable b — determining the name of the car according to the type of fuel and
duration of the trip. To determine b you must consider the values of all possible combinations of attributes z; and
Z;.In this case the predicate of the car name will look like this:

b (2y,2,)=z1z3 v ziz5V z}z3 v zizi v zizi v zizi v 2323 v ziz5 v 2322 v 2§23
Performing a disjunction operation on a variable:
zizivzizi=1,vig=h,,

zizivziziv zizi =1,V ig Vig=b,,
zizdvzizivzizi=13vi; Vi =b,,

82 MDKHAPO/IHUI HAYKOBUI XKYPHAJL .
«KOMIT’IOTEPHI CUCTEMHU TA IH®OOPMALIUHI TEXHOJIOT 1I», 2022, Ne 2



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

zizdvzizi=1,vig=h,.
Let's binarize the predicate that combines b with z;T1a z; variables:

Pg(zy, b)= (21 V z§)(by V by V bV by )V z§(b, V by),

Let's represent the relations received at binarization of a predicate using graphs.
Graph of the relationship between b and z; variables shown on fig. 6.

3
1 2

1 2 3 4 2 3

Fig.6. Graph of the relationship between ™ and Y2 variables

Graph of the relationship between b and z; variables shown on fig. 7, where N belongs to the range from 1

to 4 inclusive.
N

N

Fig.7. Graph of the relationship between b and z3 variables

In order to increase the safety of our customers and eliminate unwanted traffic accidents while driving, it
was necessary to classify all cars according to the following criteria: 13— season, 73 — weather conditions (table 4).
According to the first attribute, its allowable values are the three most popular fuels, namely: 7i* — summer,

7 — autumn, 1 — winter, 73* — spring. Regarding the second attribute, it was decided to take into account the

following weather conditions: 73 — fog, 75 — rain, 13* — wind, 75* — snow, 75° — sleet.
Table 4
Relationship between season and weather conditions
Weather conditions Summer Autumn Seapen Winter Spring

Fog i =py 15 = Py =P Ty =Py

Rain Y =D 1 = ps - Y =pis

Wind 1175 = ps 75 = P 15 = Py N =Pia

Snow - - 13 =Po -

Sleet — - 713 T25 =Pio —

Next you need to use the variable ¢ — determination of car name according to season and weather
conditions. To determine € you must consider the values of all possible attribute combinations 13 and 73 . In this case
the predicate of car name will look like this:

SRR I [P . PG O R JONs (R JOU S U0 JAPUIR: JU (RN S SR SO SR DO
c(r.nm)=nn VI VR VR VS VS VIEs Vv vidg v v
il v iind v g

Performing a disjunction operation on a variable:

riry v ?;12?;21 v 213;"21 v :"142’;’"21 =V Vpr Vpg =cy,
NI VETE VR =pVps Vi =Cy,
RV VPRV i =pa Vpg Ve Vi =c¢3,
3 4
T = Pg=Ca,
3.5 _ _
T = P1g=FCs.

Let's binarize the connecting predicate ¢ with 73and 7; variables:
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Py(ry, €)= (' VI VI (e  V €,V c3) V(e V e3V 4V cs),
Py(ry, €)=l Vit ViV te, Vidcs.

Let's represent the relations received at binarization of a predicate using graphs.
Graph of the relationship between ¢ and 77 variables shown on fig. 8.

1 2 3 1 2 3 4
Fig.8. Graph of the relationship between ¢ and r; variables

Graph of the relationship between ¢ and > variables shown on fig. 9, where N belongs a range from 1 to 5
exclusive.

N

Fig.9. Graph of the relationship between ¢ and 3 variables

Let's build a mathematical model for determining the car in relation to its characteristics by class and car
name, as well as rate.
A paradigmatic relationship table between m and 1 displayed in Table 5.

Table 5
Relationship between car class, name and rate
Class Name Rate
Morning Day Evening Night Mixed
Economy KIA Rio xiadyi xixiyi xiadyi Xixgy; X1A3YE
Chevrolet Lacetti xixdyi xixiyd xixiyi xixdyf xixZyf
Volkswagen Polo xfx%yll xi‘x%yf xi‘ x% }if xi x% }if xf x% }ff
Hyundai Solaris xfx%yll xfx%yf xfx%vf xj]:x%}jf xi‘-’“’%'yf
Renault Logan xfx%yf xi‘x%yf xi‘x%}if xix%yf xfx%}ff
Comfort Skoda Octavia xix8yi xix8y? xixby} xixbyd xixby?
Hyundai Elantra xixiyi xixiy} xixlyi xix3yy xfxgy?
Comfort+ Toyota Camri xixEyl xixfy? xixfy? xixfyd -
Kia Optima xixdyi xix3yi xix3yi - xix3yi
Hyundai Sonata - xf xéo ‘5}12 xfx%n 1if xfx%n 1ff x]?X%U “ﬁ?
Business Mercedes-Benz E-class xf xél yf‘ xf xél 3’1,2 xf xél yf - -
LE iyl | aiaiyl | aialyd | ahaPyr | ahily
Audi A6 xixByd xixddyl afxPy - -
Premium Mercedes-Benz S-class - xf xé"“ 3’12 xf x%‘i }if - X fx %4 }ff
BMW 7 xS yd xSyl | xPxdyf - -
A AS kv | iyl | oyl | ey -
Elite Mercedes-Maybach S-class - xf xé? ylz xfx%T }if - X fx %T }ff

We binarize:
—ydrdad vorda2 voada3 vordad v aleB voaZab v vZa? voadaB v 349 v vdyll v xdyd2
Pro(X1,X2, Y1) = Vi(X1 X3 VXTX3 Vagas VXTXZ Vagas Vagxs VATX; VaiasVaixs Vayxy Vagxs® Vv
AP vaiaB vasxd®) vyiegag vaias v xiad varas v adad v aiad v aixl v afad v adad v xfxd® v afagt
£,12\, 4 13\, 25,14\, 25215 \/ 25216 v 26217\ v v (el v i a2 Vo elad v alad v alad v v246 v 2yl
O v iaiey ooy sboh bty s Db iy 2o AL vorhely Abadpy X2 VA2 Y
adafvadadvadiaPvaixa varx vaixP vaiat vaias v xfxds v afxdhv
yilxixd v xixd v xfxd v xfad v adad v xfaf v xial v adad v xixd® v afxdf v 3d3®) vy (xdxd v
xixg vt vaiadvadad vaixsvaix] v adad v xdxd® v xfad? v adadt v xfxdT).
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Let's build a mathematical model for determining the car in relation to its characteristics by trip type and
car name, as well as fuel type.
Paradigmatic table of relationships between entered intermediate m and b variables shown Table 6

Table 6
Relationship between trip type, car name and fuel type
Name With dr?v.er i Withm.lt' driver i
Petrol Electricity Diesel Petrol Electricity Diesel

KIA Rio x3xizi — - xixizi - -
Chevrolet Lacetti xixizi - - xixizi - -
Volkswagen Polo — — ngxézf — — xzax;fzf
Hyundai Solaris - - x%xézf - - xéx%zf
Renault Logan x%xézll - - x%x%zf —

Skoda Octavia xgxézf' — — xzﬁx;fzi' — -
Hyundai Elantra - x%xézf - — x%x%zf —
Toyota Camri — — ngxé‘zf — — ngxfzf
Kia Optima x3xdzl — - x3xdzi - -
Hyundai Sonata — - xéﬂxézf — - x%oxng
Mercedes-Benz E-class x%lxézf — — x%lxng — —
BMW 5 x3%xtzt - — x3ixszt — —
Audi A6 - aiadzl — - x3BPxizt -
Mercedes-Benz S-class — x%“xézf — — xé”‘x%zf —
BMW 7 - — x3%adz - — x2xizd
Audi A8 - x36xizd — - x36xizi -
Mercedes-Maybach S-class x%?xézf — — x%?xng — -

We binarize:
Py1(x2,%3,21) =

zZidgvaidvadxdvaiadvaddvallgdvalidvadTxd v xdd vaixivasaiv i vadxvxiixiv
x32x2 v xiTxd)
V z2(xxd v vadiadvadtad valxdvaBxdvadtaivalsxd) vai(3xd vadxdvalid v xitxlv

g vaddvaixdv x8xd vad®xdvalsxd)

Let's build a mathematical model for determining the car in relation to its characteristics by trip type and
rate type, as well as weather conditions.
Paradigmatic table of relationships between entered intermediate 7 and ¢ variables shown on Table 7.

Table 7
Relationship between travel type, rate type and weather conditions
Rate type Weather conditions In town Between cities
1 2 3 4

Fog yiyar yiyirs

Rain yiyars yiyirs

Moming Wind Vv f‘ ‘V%TZB V f‘ ‘V% ?"23
Snow j’f}’érzq yf}jgrzq

Sleet v j} 1’%7125 y J} 1%7125

Fog yivirs yivirs

Rain y f }’é 7"22 y 12 ¥ 22 TZZ

Day Wind viyird viyir?
Snow yiyars yiyirs

Sleet yiyir® yivire

Fog yivers yiviry

Rain yivars yiyin

Evening Wind yf }% TZB }}13 3}227"23
Snow 'Ff 'Fé' T;‘ y J.3 1’227124

Sleet yivir? yivirs
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1 2 3 4
Fog Vivits ViyiTs
Rain v f }’% Tzz y f 3’227122

Night Wind 1y f‘ 1}% 7‘23 v f 1:227*23
Snow yivars yivirts
Sleet yiyar® yivire
Fog yivem yivir;
Rain yEyars Vi virs

Mixed Wind V. f 1}% 7‘23 V f 1:221123
Snow yiyant viyin'
Sleet — _

We binarize:
Pio(V1,¥2i13) =
(rFVREVEE V) iys V yE vy vyt vy v vyl vi vyiviv yivi vyiyi v yivi)
ViR (viya VyEyvyiy: Vyiys vylyivyivivydyivyiyd).

Conclusions
Thus, a mathematical model was built in the course of the work. This model combines certain
characteristics and with the help of this model it is possible to accurately determine the attribute — car name. The
multi-place predicate, which reflected all the selection criteria (9 variables) by the user for car rental, is presented in
the form of a composition of binary:

P2y, %5,%5, M, V1, V2,M4,11, T2, €, 21, 22, 0) = Py (a0, m) AP, (x5, m)AP; (x5, )ALy (v, 1) A
AP (Vo MNP (24, B)AP; (25, B)NPy(1y, €) APy (13, C)nPyg (M, B)AP (N, c)AP 2 (m, ).

We see that the constructed mathematical model in the form of a predicate P depends on 13 variables: 9
selected parameters and 4 intermediate variables. It is the introduction of these intermediate variables that made it
possible to break the multi-place relation into binary ones. The complexity of the method of building a logical
network is precisely the analysis of the system for optimal input of intermediate variables. To solve this problem, it
was necessary to systematize all parameters in the form of tables, write the values obtained by the formulas of
algebra of finite predicates through predicates of object recognition, then write the predicates corresponding to
paradigmatic tables, and conduct, where possible, disjunctive gluing operation, binarization.

The results and data obtained during the work can be taken to the next display of the logical network
(fig. 10):

Fig.10. Logical car rental network

It should be noted that in addition to network performance, due to the parallelization of processes, it is
important to be able to solve the network not only analysis problems, but also synthesis problems [10-11]. That is,
the network can not only issue a car brand (or some other unknown parameter) based on the values entered in the
nodes, but, working iteratively, allows you to set the value on all nodes and determine its truth, or, conversely, the
known value of one of the parameters, find all relevant possible solutions.
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FUZZY TECHNOLOGIES IN THE MANAGEMENT OF SOCIO-ECONOMIC
PROCESSES

The purpose of the article is to analyze the course of socio-economic processes in Ukraine over the past eight years to
make recommendations for improving their management policy. The complexity of the task was that the development of the
studied processes is characterized by not one but several primary factors, the simultaneous analysis of which is not a trivial task.
Among these factors are not only quantitative but also qualitative indicators, which makes our task poorly structured.

In the analysis were used statistical and expert data that characterize socio-economic processes. This made it possible to
consider the Russian military aggression against Ukraine and the situation with COVID-19 when making calculations. The use of
qualitative information in the analysis makes it impossible to use methods of multidimensional statistics. To perform this task, it is
proposed to use the theory of fuzzy logic and fuzzy sets. To describe the linguistic terms of fuzzy sets are used trapezoidal
membership functions, the parameters of which are determined by experts. The constructed model of approximation of a nonlinear
object with linguistic expressions allows finding the desired result faster and easier in comparison with the classical procedure of
similar calculations.

Using the considered approach in the article the tendencies of the development of social and economic processes in
Ukraine from 2013 to 2020 are analyzed. The result of the calculations is the value of the generalized indicator, the value of which
characterizes the level of development of socio-economic processes in the year. The obtained calculations showed that the value of
this indicator was the highest in 2013. Over the next two years, this figure decreased and then began to grow slowly. The increase
lasted until 2019, and in 2020 the value decreased again. However, in none of the years, 2014-2020 did the figure reach 2013. In
our opinion, the main reason for the decrease in the level of development of socio-economic processes in 2014 and 2015 was
Russia’s annexation of the Autonomous Republic of Crimea and the war in eastern Ukraine, and in 2020 - the effects of the COVID-
19 pandemic.

Keywords: socio-economic processes, fuzzy set, linguistic variable, trapezoidal membership function, qualitative indicator,
generalized indicator.

Bacuis [IPUMMAK, Caitnana [IPUMIMA, Onsra TOJIYBHUK

JIbBiBCHKMIA HALIOHATBHHUIT YHIBEPCHTET

HEYITKI TEXHOJOTTI B VIIPABJTHHI COLIAJILHO-EKOHOMIYHUMHA
MPOIECAMM

MeToro cTaTTi 6y/10 BUKOHAHHS aHani3y rnepebiry coliasibHO-eKOHOMIYHUX IPOLECIB B YKpaiHi MpoTSIroM OCTaHHIX BOCbMU
POKIB [/151 BUPOOGJIEHHS DEKOMEHAAUIN LYOAO y/AOCKOHANICHHS OJIITUKU YIIPaB/iiHHS HumMu. CKAGAHICTb MOCTBIEHOMO 3aBAAHHS
110/19ra/1a Y TOMY, O PO3BUTOK LAOC/TIKYBAHUX MPOLECIB XaPaKTEPUIYETLCS HE OAHUM, a AEKI/IbKOMA MEPBUHHUMN YUHHUKaMY,
OfHOYACHWH aHAa/N3 SKUX HE € TPUBIA/IbHUM 3aBAAHHAM. Cepes LMX YMHHUKIB € HE TiIbKU KIIbKICH], a ¥ SKICHI MOKa3HUKY, O
po6UTH Hally 3a4aqy c1a60CTPYKTYPOBAHOL.

Y po6oTi npu BUKOHAaHHI aHamizy 6ysi0 BUKOPUCTAHO CTaTUCTUYHI M EKCIIEPTHI AaHI, SKI XapaKTEpU3YIOTb COLia/IbHO-
EKOHOMIYHI ripouecy. Lje fano 3mMory rpu rPOBEAEHHI PO3PaxyHKIB ypaxyBatv pPOCIUCHKY BIMICbKOBY arpecito npotv YKpainu i
cutyayiro 3 COVID-19. BukopucTaHHs SIKICHOI iH@OpMaLii ripy rpOBEAEHHI aHani3y YHEMOXI/MBIIIOE 33CTOCYBAaHHS METO4IB
6aratoBUMIPHOI CTaTUCTUKN. [I/159 BUKOHAHHS LUbOro 3aBAAHHS MPOIMOHYETLCS BUKOPUCTOBYBATU TEOPIO HEYITKOI SI0riku | HEYITKUX
MHOXWH. /19 0nucy JIIHIBICTUYHUX TEPMIB HEYITKUX MHOXWH 3aripOriOHOBAaHO CKOPUCTATHUCS TPANELIENogioHnmu @yHKUismm
HA/IEXHOCT], NapamMeTpu SKuX BHU3HAYEHI excriepTamu. [106y40BaHa MOAENL arPOKCUMALT HE/IHIMHOIO O6'€KTa 3 JIHIBICTUYHUMM
BUC/IOB/IIOBaHHSIMU [O3BOJISIE LUBUALIE Ta JIEMUE 3HAUTU MOTPIOHMY pe3y/ibTaT MOPIBHAHO 3 K/IACUYHOK TMPOLERYPOIO T04IOHNX
O06YUCTIEHS.

BUKOPUCTOBYIOYN POII/ISHYTMH MIAXIA Y CTaTTi POaHani30BaHO TEHAEHLT PO3BUTKY COLIialbHO-EKOHOMIYHUX TPOLECIB B
Ykpairi npotsrom 2013-2020 pokis. Pe3y/ibTaTOM BUKOHAHUX PO3PAXYHKIB € 3HAYEHHS Y3ara/lbHEHOIO MOKa3HMUKa, BE/INYNHE SKOMO
XapaKkTePU3YE PIBEHb PO3BUTKY COLIA/IbHO-EKOHOMIYHMX POLECIB Y BiAnoBIAHOMY poui. OTpUMAaHi po3paxyHku okazam, Lo
BE/MYMHA LbOIO MOKa3HWKa By/ia HavbinbLuow y 2013 pouji. B HACTYIHUX ABOX POKaX LSl BE/MYMHA 3MEHLLYBA/Iack, a Aasl rnodyana
M0BIIbHO 3pocTarty. 36i/bLueHHs BiabyBanock ax 4o 2019 poky, a B 2020 p. Be/mynHa MOKa3HUKa 3HOBY 3meHLwuacsa. llpore B
xogHomy 3 2014-2020 poKiB MOKa3HUK HE [OCAr BemynHu, ska 6yna y 2013 poui. Ha Hawy AyMKY, FO/IOBHOK PUYNHOKO
3MEHLLIEHHST BE/MYMHN PIBHSI PO3BUTKY COLIIA/IBHO-EKOHOMIYHMUX ripoyeciB y 2014 i 2015 pokax b6ysna aHeKkcis Pocielo ABTOHOMHOI
pecriy6riku Kpum i BiviHa Ha cxodi Ykpaium, a B 2020 p. — Hacrigkv nangemii COVID-18.

Kto4oBi C/10Ba.  CoLlia/ibHO-EKOHOMIYHI POLECH, HEYITKa MHOXWHE, JIHMBICTUYHE 3MiHHE, TParnewienogiona @yHKYis
HAlNEXHOCT], SIKICHIV MOKa3HWK, Y3ara/ibHEHH MOKa3HMK.

Introduction

The development of the world economy is constantly accompanied by a contradiction between its
capitalization and socialization. Earlier, the economy's capitalization won in this contradiction, the transformation of
an arbitrary resource into capital. Currently, the priorities have changed. There is an awareness that the increase of
capital is impossible without the economy's socialization and humanization. The goal of economic progress, its basic
capital, is man. Instead of saving on people, they are looking for ways to invest in it, to develop it comprehensively.
Investments in people pay off quickly and are effective in accelerating economic development. The formation and
development of human capital are impossible without its involvement in production. This indicates the
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interdependence and intertwining of social and economic processes. Therefore, they need to be studied together,
which indicates the relevance of research to assess the development of socio-economic processes.

It is necessary to study the development of socio-economic processes in order to develop an effective socio-
economic policy. It is not possible to make the right decision to manage a particular object or process without
precise information about it. The adopted management actions will achieve the goal in the case of available
information about the reaction of the system to previous management actions. This once again confirms the
relevance of the procedure for analyzing the development of socio-economic processes.

Assessing the development of socio-economic processes is associated with certain difficulties. The first
thing to emphasize is that the development of socio-economic processes is characterized not by one but by several
primary factors, the simultaneous analysis of which is not a trivial task. The second thing that complicates the
analysis - among the factors could be not only quantitative but also qualitative indicators. In the case of only
quantitative primary factors, the procedure is simplified. Then you can use the methods and algorithms of
multidimensional statistics to perform the analysis. Depending on the task, you can organize the studied processes
according to the level of their development by time or region, find the best or worst of them or perform their
clustering. A sufficient number of statistical methods and software products have been developed to date to
implement these procedures.

The considered task is sharply complicated in case of a choice for the analysis, as primary, at least one
qualitative indicator. Then the use of multidimensional statistics is impossible. We need to use fuzzy set theory,
which solves poorly structured problems present in our case.

In this paper, we have analyzed the development of socio-economic processes in Ukraine in recent years
using quantitative and qualitative indicators.

Related works

Several publications are devoted to the coverage of the results of scientific research on socio-economic
processes and their management. In particular, the scientific works [1]-[3] consider the mechanisms of public
management of these processes at the regional level. Works [4]-[5] investigated the socio-economic development
management issues, respectively, of the municipality and the united territorial communities. But the effectiveness of
management of socio-economic processes depends on accurate and reliable information about the state of these
processes and their response to previous management actions. Therefore, it is necessary periodically to diagnose
socio-economic processes and assess their condition. It is impossible to perform such an assessment with the help of
any one primary indicator, as several primary partial indicators characterize these processes.

It is possible to estimate the dynamics of socio-economic processes and their intensity by analyzing all such
primary partial indicators or to build on their basis one generalized integrated indicator and based on its value to
draw certain conclusions. For example, the results of a study of most international rankings and indices, as well as
some primary partial indicators of Ukraine's economy allowed the author of a scientific article [6] to develop certain
recommendations, the implementation of which will ensure stable socio-economic development in the country. In
[7], a comparative analysis of socio-economic processes in the regions of Poland used an algorithm for constructing
Hellwig’s taxonomic integral index. The extension of this method was used by the authors of scientific work [8] to
study education in the countries of the European Union.

However, in the specified scientific works for estimation of social and economic processes only
quantitative primary partial indicators and the method of multidimensional statistics are used. If high-quality
primary information is taken into account, it isn't possible to use this method. In this case, it is advisable to use the
methods of fuzzy set theory and fuzzy logic. This theory operates with so-called «soft» or otherwise «fuzzy» data
typical of many economic problems and control systems in general. These tasks are associated with the uncertainty
that cannot be accurately and unambiguously disclosed.

The fuzzy sets theory makes it possible to apply a linguistic description of weakly structured processes and
formalize linguistic variables in decision making information systems [9].

The fuzzy sets theory was developed and used by foreign and Ukrainian scientists [10]-[12] and many
others. The main concepts in this theory are the concept of fuzzy set and linguistic variable.

In more detail, a fuzzy set is defined as a set of pairs of the following type:

Y = {(x Juy(x)). x € X}, (1)

where Y is a fuzzy (blurred) set; X is the base scale or, in other words, the universal set; fy (x)is a
function of the membership of the set Y to the universal set X. This function can take values from the interval [0, 1]
and be discrete or continuous. It determines the subjective measure of the expert's confidence that a given specific
value of the base scale corresponds to a fuzzy set. It cannot be identified with probability, because the distribution
function is unknown, there is no repetition of experiments [10].

Thus, taking into account the study of socio-economic processes of qualitative primary indicators that
characterize these processes requires the use of fuzzy set theory elements. Thus, it is necessary to construct an
integral indicator in a multidimensional fuzzy statement. Scientists have developed a method of constructing such
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indicators, which generally characterize the studied processes. It is called a method of constructing a classical
«model of approximation of a nonlinear object according to linguistic statements». The specified model displays an
object with n inputs and one output:

y = fy(x1, %2, X)), @)

where V 1 X; (i =1,N ) — respectively, the output and input variables, which can be both quantitative
and qualitative. It is assumed that for quantitative variables, the domains of their change are known, and for
qualitative variables - sets of all their possible values.

This method of constructing a fuzzy model of the object of economic analysis has been developed in detail.
Scientists widely use it to make recommendations for decision-making in poorly structured situations in various
human activity areas. In short, its essence can be described as follows. The first stage of the considered technique,
called the fuzzification of variables, is to translate the primary data into a fuzzy format. At this stage, determine the
linguistic estimates of variables and necessary for their membership function's formalization. At the next stage,
using the available expert information, a matrix of knowledge is built, and on its basis - a base of fuzzy knowledge.
Here, if necessary, perform sampling of the continuous output y. Next, using this information, a system of logical
equations is derived, which is used to perform calculations of fuzzy initial values of y. The last stage of this
technique, called defuzzification of variables, is to convert the obtained initial values into a «clear» format. As a
result, we get the desired value of the generalized indicator, which characterizes the studied socio-economic
processes in a country or its region for a certain period of time, such as a year.

Despite the widespread use of this technique by scientists, its application is associated with significant
difficulties. The fact is that the procedure of building a knowledge base with a large enough sample of primary data
is quite time-consuming. This requires a significant amount of expert time. This complicates the use of this
technique to assess the development of socio-economic processes.

To solve this problem in qualitative primary indicators, you can also use a simplified method of calculating
the value of this integrated indicator [12]. This technique also consists of three steps: fuzzification of input data,
processing of the received information, and its defuzzification. Simultaneously, it is not necessary to develop a
knowledge base, and defuzzification is performed according to the approximate algorithm, which is convenient in
calculations. Therefore, to assess the development of socio-economic processes in Ukraine, we will use this
approach.

Research method
Suppose that to assess the development of socio-economic processes in Ukraine, we selected n primary

indicators X 1s X 25 e X n»> Which are sufficient for this study. The values of these indicators for a certain period of

time, such as a year, are denoted by X1,X3, ..., X,,. They can be quantitative, determined based on statistical data,
or qualitative, obtained from experts. The task is to determine the type of function.

Q = fo(X1, Xz, .., Xy), 3)

the value of which determines the level of development of the studied socio-economic processes in the
country. The larger the value of the function (3), the higher this level. Moreover, for a better structure of our
problem, we will look for this function in the normalized form (Q<[0,1])).

The set of states C of socio-economic processes is divided into several fuzzy subsets, which correspond to
certain development levels. To represent the membership functions of these subsets, we use trapezoidal numbers:

y = (by, by, by, by), 4

where numbers by, bs, b, by abscissas of the vertices of the trapezoid O4BC with coordinates O (bl, 0),
A(b,, 1), B(bs, 1), C(by, 0) in the Cartesian coordinate system (X, ).

The number of these subsets can be arbitrary. In our research, we will use five subsets of
Cq,C5, (5, Cy, C5. These subsets intersect. Each of these subsets means, respectively, low, satisfactory, medium,
good, and high level of socio-economic processes. Using the formula (4), the membership functions of these subsets
are given in the form:

6,(Q) =y, = (0.0;0,0;0,15; 0,25);
6,(Q) = v; = (0,15;0,25; 0,35; 0,45);
6:(Q) = v = (0,35;0,45; 0,55; 0,65); 5)
8,(Q) = v, = (0,55;0,65; 0,75; 0,85);
65 (Q) = ys = (0,75;0,85;1,0;1,0).
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To perform calculations, you need to choose the primary factors, the number of which should not be large,
but their total informativeness should be sufficient to reflect all aspects of the studied processes. At the same time, it
is possible to consider their priority. Besides, they should be divided into two groups. The first group is stimulators,
and the second - destimulators. The first of them include indicators, the increase in the value of which leads to an
increase in the level of development of processes. The second of these groups includes indicators, the increase in the
value of which leads to a decrease in the level of development of the studied processes.

Next, similarly to the initial indicator, it is necessary to determine the sets of states of each input indicator
X; (i =1, n) with the involvement of experts. That is, for each of these indicators, it is necessary to specify the
linguistic variable "The value of the indicator X" and its term set. Besides, you need to specify fuzzy subsets of the
domain of this indicator D(X;), as well as their membership functions.

These term sets may have different, or the same number of terms, and these terms may be different. For
simplicity, let's focus on random ones, where all term sets have five elements. Moreover, the terms have names: the

value of the indicator X; (i = 1, n)"very bad", "bad", "average", "good" and "very good".

Denote by D; (i =1,nj=1, 5) fuzzy set, which corresponds to the j-th term ( j=1, 5) of the
indicatorX; (i = 1,n). We determine the membership functions of these sets with the help of experts in the form
of trapezoidal numbers (4) so that they intersect for each X; (i = 1,n) Denote them by
L) =2;(i=Tnj=175)

At the first stage of calculations, ie at the stage of fuzzification of indicators X; (i = 1,n) for each of
them, you need to specify the trapezoidal numbers of these membership functions, and then the algorithms for
determining these functions themselves. It is possible to take into account the affiliation of each of these indicators
to the classification group of stimulators or destimulators at this or the next stage. Let's do this at this stage.

Let us illustrate the actions of the first stage of the considered approach on the example of the indicator-
destimulator X;, which we will call "Force majeure". This is a qualitative indicator determined expertly for each

period (year) of the study on a scale with a gradation from zero to ten points. The higher the number of points for
this indicator, the worse the corresponding socio-economic process. The survey of experts showed that the

membership functions 4; ( j=1, 5) of the corresponding fuzzy subsets D; ( j=1, 5) of this indicator have the
form:

Ay =(8,0;8,5;10,0; 10,0); A, = (6,0;6,5;80;85);
Az = (4,0;4,5;6,0;65); 4, =(2,0;25;40;45);
A5 = (0,0;0,0;2,0;2,5), (6)

The algorithm for calculating the corresponding terms and values of the membership function of fuzzy sets
of this indicator is given in the table. 1.

Table 1
Classification of values of the indicator-destimulator "Force majeure"
Clslication growp o | Deeee o arvned sonfiene
Force majeure circumstances 85 =K 4 =< 10 "Very bad" ';11 =1
(designation of the indicator) — 8 < K.L <85 "Very bad" '11 =7. (KJ. — 8)
X1, of the value — K'y) 8 <K, <85 "Bad® 1,=1-1,
65<K, =8 "Bad" =1
6<K; <65 "Bad" .12=2'(Kl—6)
6 <K, <65 "Average" Ay =1—1,
45<K <6 "Average" Az =1
4 <Ky <45 "Average" Ay =2~ (Kl —4)
4 <K, <45 "Good" Ag=1—14
25<K <4 "Good" Ay=1
2<K; <25 "Good" Ay =2- [Kl -2)
2<K, <25 "Very good” ds=1—12
0< Kl =2 "Very good" .;15 =1

For all other input indicators X; (i = 2, 1) it is necessary to develop similar algorithms for determining
the corresponding terms and values of membership functions 4; j (i =2,n,j=1, 5) on the basis of a survey of

experts. ) of their fuzzy sets D;; (i =2,n,j=1, 5). At the same time, immediately consider whether the
indicator is a stimulant or a disincentive.
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The second step in determining the desired result is to determine the fuzzy number Q. It can be calculated
by the formula [12]:

Q = (q1,92,93,94.95) = Xj-1 Z; ®v; (7
in which the values of Z; ( j= ﬁ) are calculated by the following formulas:

Zj - (E?rzlpi ’ 'H'U)/‘(E?;l pi) (f = ﬁ) (8)

where the sign "®" means the operation of multiplying the real number Z; by the fuzzy number y;, which is
given by formula (5), the value of pj is the priority factor of the indicator X; (i = 1, N).

At the last stage of our calculations, we defuzzification the obtained fuzzy number Q into a "clear" format.
The belonging of the trapezoidal interval Q to one of the fuzzy subsets {C} of the development level of socio-
economic processes can be determined using the formulas of section and union of fuzzy sets. The degree of
belonging S of the level of development to one of the states C; is determined using the area A of a figure by the
formula [12]:

s=[a(enc)l/[a(euc))] ©)

where A is defined as the corresponding area bounded by trapezoidal curves of membership functions.

Given the significant difficulties in the calculations by formula (9), according to [12] we will find the
approximate value of immediately "clear" generalized indicator of the level of development of socio-economic
processes by the formula:

Z=0075-Z,+03-Z, +05-Z; + 0.7- Z, + +0.925 - Zs, (10)

where Zj ( j=1, 5) are determined by formulas (8).

If necessary, for the value of this generalized exponent Z found by formula (10), it is possible to determine
the corresponding terms and values of the membership function of fuzzy sets that correspond to them. To do this,
use the algorithm given in the table. 2, which is constructed using formulas (5).

Table 2
Algorithm for finding terms and corresponding values of membership functions of the generalized indicator
of the level of development of socio-economic processes

- Level .Of de_velop ment Degree of assessed confidence
The name of the indicator Value range (classification group, . .
term) (membership function)
The development level of socio- 0=Z=015 "low" pp=1
€conomic processes 0,15 < Z < 0,25 "low" y.1=10-(025—Z2)
0,15 < Z<0,25 "satisfactory” Ya=1—1py
0,25 =Z=0,35 "satisfactory" ya=1
0,35 < Z < 0,45 "satisfactory" y2= 10-(045 - 2)
0,35 < Z < 0,45 "average" Fa=1—¥,
0,45 = Z =0,55 "average" ra3=1
0,55 < Z < 0,65 "average" ¥z = 10-(0,65 — Z)
0,55 < Z < 0,65 "good" Ye=1—73
0,65 =Z =075 "good" Ya=1
0,75 < Z < 0,85 "good" ¥a=10-(0,85—2)
0,75 < Z < 0,85 "high" Vs=1—ya
085=2=1 "high" rs=1

Results of numerical calculations

We use the considered method of constructing a generalized indicator to assess the development of socio-
economic processes in Ukraine during 2013-2020. As primary indicators, we take 8 (»=8) indicators: force majeure
(X1), gross domestic product (GDP) (X>), the volume of sold innovative products to the total volume of sold
industrial products (X3), average wages (Xy), unemployment rate (X;5), consolidated budget expenditures on
education (Xs), consolidated budget expenditures on health care (X7), and consumer price index (Xs), All these
primary indicators are given in annual terms. Moreover, X;, X5, Xs are destimulators, and all others are stimulators.
Experts on a ten-point scale determine the value of the first of these indicators. All other indicators are statistical.
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GDP and consolidated budget expenditures on education and health care are presented in UAH billion. The third and
fourth indicators are expressed in parts and UAH, respectively. The unemployment rate and consumer price index
are given as a percentage. The values of all cost indicators are indicated in the prices of 2013. As a result, the
following initial data were used for calculations (Table 3).

Table 3
The value of input indicators to determine the level of development of socio-economic processes in Ukraine
for 2013-2020

Indiator Year

2013 2014 2015 2016 2017 2018 2019 2020
Ay 4,5 9,8 8,7 7,8 7,5 6,9 7,1 9,2
X, 14549 1351,8 1229,6 1264,2 12959 1339.,8 1384,2 1327,3
X3 33 2,5 1,4 1,05 0,7 0,8 1,3 1,9
Xa 32738 2994,0 2613,5 2751,7 3087,0 33383 3658,1 3669,8
Xg 7,7 9,7 9,5 9,7 9,9 9,1 8,6 9,9
X 101561 86376 70934 68661 77296 79071 83151 79836
X 61 568 61261 46842 54315 50330 48331 61222 55630
Xg 100,5 124,9 1433 112,4 113,7 109,8 104,1 105

Based on the expert survey's processed results for each of the considered input indicators, the trapezoidal
membership functions of the type (4) of the considered linguistic variables were determined, which are given in the

table. 4. In the process of forming this table, the belonging of the primary indicators X; (i = 1, 8) to stimulators

or destimulators is immediately taken into account.

Table 4
Functions of belonging of input indicators
Indicator Trapezoidal numbers for the values of the linguistic variable "The value of the indicator X;"
"Very bad" "Bad" "Average" "Good" "Very good"
Xy (8;8,5; 10; 10) (6;6,5; 8; 8,5) (4;4,5; 6, 6,5) (2;2,5;4;4,5) (0;0;2;2,5)
Ja (0; 0; 12005 1250) (1200; 1250; 1300; (1300; 1350; 1400; (1400; 1450; 1500; (1500;1550; +oo; +oo)
< 1350) 1450) 1550)
Xy (0; 0;0,5; 1) (0,5; 15 1,5; 2) (1,5;2;2,5; 3) (2,5;3;3,5;4) (3,5; 4; 20; 20)
X (0; 0; 2600; 2800) (2600; 2800; 3000; (3000; 3200; 3400; (3400; 3600; 3800; (3800;4000; +oo; +om)
* 3200) 3600) 4000)
Xz (9,5; 10; 100; 100) (8;8,5;9,5; 10) (6,5;7; 8; 8,5) (5;5,5;6,5,7) (0;0;5; 5,5
X (0; 0; 60; 65) (60; 65; 75; 80) (75; 80; 90; 95) (90; 95; 105; 110) (105; 110; +co; +o2)
X, (0; 0; 42,5; 45) (42,5, 45; 50, 52,5) (50; 52,5; 57,5, 60) (57,5; 60; 65; 67,5) (65; 67,5; +eo; +oo)
Xg (130; 135; 500; 500) | (120; 125;130; 135) | (110; 115; 120; 125) | (100; 105; 110; 115) (0; 0; 100; 105)

Based on the table. 4 for each of the primary indicators X; (i = 2, 8) were developed similar to the table.
1 for indicator X; algorithms for fuzzification of these indicators. That is, algorithms for determining the terms and
membership functions of the corresponding fuzzy subsets were developed for each primary indicator. Using these

algorithms based on those given in the table. 3 initial data for all primary indicators X; (i = 1, 8) and each of the
studied years from 2013 to 2020 were calculated specific values of membership functions

Rj (x;)= RU (i =1,8,j =1, 5) fuzzy subsets of Dj; (i =1,8,j=1, 5). Using the formula (8), the
values of Zj ( j=1, 5) are also determined for each of these years. The calculations were performed under the
same priority of all primary indicators. The obtained results of these calculations showed that for 2020 these

variables have the following values (see table 5).

Table 5
Values {A} i z; for the level of the generalized indicator of socio-economic processes in 2020
{8} Agg Agz Aiz Agg Ais
X, 1 0 0 0 0
KXo 0 0,454 0,546 1 0
Xs 0 02 0.8 0 0
X 0 0 1 0 0
Xg 0.8 02 0 0 0
Xe 0 0,08 0,92 0 0
Xz 0 0 1 0 0
Xg 0 0 0 1 0
Z}- 0,225 0,11675 0,53325 0,125 0
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Using formula (10) and the calculated values of Z; (j =1,5) from table. 5 we get the value of the
generalized indicator Z for 2020,

Z =0,075-02254+0.3-0,11675 + 0.5-0,53325 + 0.7 - 0,125 4+ 0925 - 0 = 0,406
We use the calculated value of this integral exponent to find the number of the corresponding fuzzy set
C; {:; = ﬁ] and its membership function }’I-[:j = ﬁ] Using the algorithm given in table. 2 we obtain that

5 =044y; =056 ,andy; =0 (j =1,4,5). That is, with a high degree of compliance it can be argued that in
2020 the level of development of socio-economic processes in Ukraine was "average" and with a lower degree -
satisfactory.

The considered values for all studied years are given in the table. 6.
Table 6

The complex indicator values are the level of development of socio-economic processes in Ukraine Z and the

membership function yj(Z) of the set of its states in 2013-2020

Year zZ Yi 2)

¥i ¥z ¥3 ¥ ¥s
2013 0,6503 0 0 0 1 0
2014 0,3361 0 1 0 0 0
2015 0,1956 0,544 0,456 0 0 0
2016 0,2918 0 1 0 0 0
2017 0,3089 0 1 0 0 0
2018 0,3884 0 0,616 0,384 0 0
2019 0,4517 0 0 1 0 0
2020 0,4060 0 0,440 0,560 0 0

This table shows that the value of the integrated indicator, the level of development of socio-economic
processes in Ukraine, was the highest in 2013. However, in the next two years, this value decreased and then began
to grow slowly. The increase lasted until 2019, and in 2020 the value of this indicator decreased again. In our
opinion, the main reason for the decrease in this indicator in 2014 and 2015 was Russia's annexation of the
Autonomous Republic of Crimea and the war in eastern Ukraine, and the 2020 - COVID-19 pandemic.

Conclusions

The study showed that to assess the development of socio-economic processes, it is advisable to use the
theory of fuzzy sets. Moreover, the problem can be solved by a simplified method, which consists of constructing a
generalized indicator of the level of development of socio-economic processes, measured in the order scale. The
performed calculations show that the level of development of socio-economic processes in Ukraine was the highest
in 2013. Over the next two years, this level decreased, and then gradually increased until 2019. In 2020, the value of
this indicator decreased again.
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RESEARCH OF METHODS AND MEANS OF ENSURING THE RELIABILITY OF A
SPECIALIZED COMPUTER VOICE VEHICLE CONTROL SYSTEM

The methods and means of protection of reliability in modern specialized computer systems of voice control of the car are
Investigated in the work. The evaluation of the characteristics and properties of the system is carried out. The basic principles of
work and various possibilities of constructions of voice control of the car are considered. The methods and means of detecting
dangers are shown, and the shortcomings and vulnerabilities of the car systems "Android Auto" and "Apple CarPlay" regarding the
impact of malicious software based on modern methods of cyberattacks are identified. Preparation for cyber attack by ultrasonic
and light commands on car voice control systems is shown. Methods and means for increasing the degree of protection of the voice
authentication system of specialized computer systems "Android Auto” and "Apple CarPlay" are proposed.

7o solve this problem, a hardware and software product of an additional biometric automotive user authentication system
was created and developed. The system was created to ensure the reliability of cyber attacks on the voice control system.

Experimental studies confirm the effectiveness of the biometric authentication system as a proposed solution to provide
an additional method of protection.

Keywords: voice control systems, method, protection, ultrasonic attacks
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XMebHULBKU# HalllOHATbHUN yHIBEpCUTET

JOCJAIKEHHA METO/IB TA 3ACOBIB 3ABE3ITIEYEHHS HAJIIHHOCTI
CIELIAJII3OBAHOI KOMITIIOTEPHOI CUCTEMH I'OJIOCOBOI'O KEPYBAHHS
ABTOMOBIJIEM

B po6oTi AOCTWKEHO METOAM Ta 3aCO6U 3aXUCTy 330€3MEYEHHS HAAIMHOCTI B CYYacHNX CrIeLiasi30BaHNX KOMITIOTEDHUX
CUCTEMax ro/I0COBOrO KEpyBaHHS aBTOMOGINIEM. [IDOBEAEHA OLIHKA XapaKTEPUCTUK Ta BAACTUBOCTEN cCUCTEMU. PO3ITISHYTO OCHOBHI
MPUHLMIIN POBOTH Ta Pi3HI MOX/IMBOCTI KOHCTDYKLIM rO/I0COBOro KEPYBaHHS aBTOMObI/IEM. [10Ka3aHO METoaM | 3aco6M BUSBIIEHHS
Hebe3reK, [ BU3Ha4YEHO HEAOJIKM Ta Bpa/IMBOCTI aBTOMOOIIbHUX cncTem <«Android Auto» T1a <«Apple CarPlay» wofo Brimsy
3/I0BMUCHOIO MPOrPaMHOro 3a6e311eYeHHs] Ha OCHOBI CyqacHux CriocobiB KI6epaTak. [1oKa3aHo rifgroToBKy A8 34IMCHEHHS
KIOEPATaKN YIIbTPA3BYKOBUMU Ta CBIT/IOBUMMN KOMAHAAGMN HA CUCTEMU O/I0COBOIO KEPYBAHHS aBTOMOOINIEM. 3aIpOroOHOBaHO METOAMN
7@ 3aC06M A715 MIABULUEHHS CTYIIEHS 3aXUCTy CUCTEMU O/I0COBOI ayTuHTEQIKauii creyianizoBaHmx KOMITOTEPHUX cuctem «Android
Auto» ta «Apple CarPlay».

Ana  BupileHHs AaHOI nipobriemu  6ys10 CTBOPEHO Ta pPO3POG/IEHO arnapatHO-NporpamMHmi  npogykT A04aTKoBOI
BloMETPUYHOI aBTOMOGINIbHOI cucTeMU ayTEHTUPIKALIT KopucTyBaya. CuCcTeMa 6y/1a CTBOPEHA /1 3a6E3reqeHHs HaaMHOCTI Big
Kibepatak Ha cuCTEMY ro/I0COBOIO KEPYBAHHS.

llpoBegeri excriepumeHTasibHi AOCIIKEHHS MATBEPAKYIOTL E€QDEKTUBHICTL CUCTEMU BGIOMETPUYHOI ayTeHTU@IKAUI K
3arporioHOBaHOro PILLIEHHS LOAO 3a0€3eYeHHS AOAATKOBOrO METORY 3axuUCTy.

KITI040Bi C/10Ba. CHCTEMM rO/I0COBOIO KEPYBAHHS, METOZ, 3aXvCT, y/bTPAa3ByKOBI aTraku

Introduction

Today, voice-controlled systems are widely used in various industries, including automotive engineering.
They are increasingly used by people of all ages, because they are quite easy to operate, and most importantly
effective. This is due to the fact that such systems help the user to solve various types of problems due to the wide
range of functionality. Despite such widespread popularity among users, there are a number of problems when using
such systems. Modern algorithms for recognizing voice commands are not yet perfect and do not always clearly
understand a given user command, so there is a problem that such systems can be subjected to different types of
cyberattacks. But, thanks to the development of neural network and cloud computing technologies, and the use of
modern hardware and software and methods to ensure reliability, this problem can be minimized.

Therefore, the study of methods and means to ensure the reliability of a specialized computer system for
voice control of the car is an urgent task.

Subject area analysis and relevant decisions

Problems solved in computer information systems have a number of characteristic features that affect the
technology of automated data processing.

The computer system has the ability to integrate with other engineering technologies, expand capabilities
and create a unified management environment, using the diversity and unification of computer equipment [1].

Dedicated computer voice control system helps you with voice commands to control functions such as
navigating the route in the navigator, using climate control and its functionality, controlling the multimedia system,
it also has the ability to interact with the user. With the help of voice assistants, the system can respond to voice
commands and display various information on the screen of the driver's multimedia device.
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In modern cars, voice control is performed by uttering the appropriate commands, which by undergoing
certain transformations are converted into control signals for the respective systems. Today, you can use voice
control to control the following systems in the car (Table 1).

Table 1
Voice control systems

System type Execution of functions

Climate control With the help of the climate control system, the user can change the
temperature, turn on the seat heating, change the fan speed and more.

Multimedia Provides the ability to receive, transmit, video and audio information.
Navigation Perform voice control of the car navigation system
On-board computer Determining the parameters of the car

In the voice control system, one of the main functions is voice recognition, which allows you to control the
mobile phone connected to it, use the various features of the multimedia system, use the radio, navigation system
and much more.

Entering voice commands greatly reduces your time and control, which in turn helps you focus on the road
and driving. It is also possible to use voice commands to interact with navigation systems, ie paving or changing
routes, etc. Voice control systems support a variety of languages, including the unpopular ones.

The process of voice recognition in specialized computer voice control systems (Figure 1) takes place in
several stages. At each stage, a number of different methods are used to process the material signal. The process of
voice recognition can be divided into three stages:

- receiving a voice signal and processing commands;

- recognition of phonemes and words;

- understanding of the voice command.

Dictionary
Sample
A
¥ A4
i : . o Answer
Signal | eparation of Expert Voice 8
— , < > "y
sings SCS recognition
A A
! Phonetic
matrix
Pronunciation

Fig 1. Scheme of the voice recognition process

The process of automatic determination of "who speaks" is performed on the basis of individual
information input to the voice signal [2]. When driving a vehicle, human voice and gesture commands are entered as
input data of the vehicle [3].

Today, the most popular car voice control systems are Android Auto [4] and Apple CarPlay [5]. To use the
car's voice control functions, these systems use voice assistants.

After analyzing the operation of the car system "Android Auto", we can conclude that one of the problems
is the voice control system - it's voice authentication. Due to this problem, criminals can perform cyber attacks, so-
called inaudible or ultrasonic commands (DolphinAttak), on voice control systems.

To ensure the reliability of this system, you can use the method of "Hidden Markov model" [6]. There are
two ways to send a voice signal to your device. They use the phonetic and whole word approach. The method is to
identify the speaker and authorize it next to the voice database. First, the system learns with the help of certain
voices, then it is tested with an unknown voice and then the system recognizes the user who owns the unknown
voice. The recognition system is divided into two subsystems, such as text-dependent and text-independent.

Also, the car system "Android Auto" with voice control is vulnerable to other types of cyberattacks, such as
attack by light commands performed by, giving a light command to the microphone of the voice control system with
a special device for example, tinting car windows and more.
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Analyzing the work of the car system "Apple CarPlay", we can conclude that the problem of voice assistant
is often cloud data processing and dependence on the quality of Internet connection. So you need a quality and fast
internet connection to ensure the reliability of your voice control system. To do this, you can buy a 3G / 4G WI-FI
raster in the car, which will ensure the speed of your system with cloud data processing. The router can be connected
to the car's cigarette lighter, to the USB port of your car, depending on your choice and characteristics of the car.
But we should not forget that it is impossible to connect and configure devices from other manufacturers often
enough, or they will work with limited functionality [7].

High-quality and stable Internet connection will also help to solve another shortcoming of the use of voice
control, namely the malfunction, various system failures due to untimely software updates. To resolve this issue, you
need to update your device to the latest available software version.

Another very serious problem that is often encountered with the voice assistant in the system "Apple
CarPlay" is that it can read voice commands that were not assigned to it, ie respond to different types of noise, also
due to noise voice control system may misunderstand and perform your voice team. To solve this problem, you can
use the development of a system from Bose.

The company has developed a "QuietComfort Road Noise Control" system that can be installed in your car
to reduce noise levels, which will ensure reliable voice control. The system consists of microphones and a set of
accelerators, using acoustics installed in the car, filtering background noise, the system increases the clarity of voice
commands and expands the possibilities of voice control.

You can also use the method of speech enhancement integrates the display of characteristics, time domain
in a unified structure using the GAN network, it processes voice command waves and separates speech and noise
signals coming into two one-dimensional layers of Fourier transform convolution, which reflect signal shapes in
speech and noise spectrograms, which in turn are used to calculate losses. This method is superior to methods for
improving voice commands, based on the DNN neural network.

One of the significant shortcomings of automotive systems is the voice authentication mechanism, for
example, a criminal can bypass the security function of the voice assistant by pretending to be the owner by
attacking light commands, thereby gaining unauthorized access to the vehicle. The study clearly demonstrated [8]
how you can secretly and remotely enter voice commands with your own voice, in various ways without even
attracting the attention of users.

To ensure reliability, you can use the method of dynamic time scale transformation (DTW) [9]. This
method allows you to find the proximity, for two measurement sequences, in a certain period of time. It can be used
to recognize a voice command if two speech signals represent the same output voice command, even at different
speeds and lengths. One of the advantages of this method is ease of implementation.

Apple CarPlay, like Android Auto, is also vulnerable to cyberattacks, such as light commands. Next, the
example of the threat model will show how such an attack occurs. The purpose of the thief is to remotely enter
commands that pose a threat to the user's device, using a special device (laser). For example, an offender does not
have physical access to a user's device, so he cannot change settings that are not available by voice, but he can gain
remote access to the target device and its microphone by entering light commands. It should also be noted that
remote access to the target device allows you to monitor the LEDs of the device, which in turn shows him how they
react (light up) after recognizing the voice command and allows remote use as feedback. to determine the success of
the attack attempt. To protect the reliability of the voice control device in the car as protection, you can use both
hardware and software protection.

Methods of ensuring the reliability and protection against modern methods of cyber attacks on the
voice control system

Today, Apple's Siri or Google Assistant voice assistants, used for voice control on Apple CarPlay [4] and
Andoid Auto [5], respectively, are becoming popular. the method of human interaction with the car through voice
control. With the advent of these systems, there has also been a need to provide protection for them. As previously
described, these systems have a common vulnerability to the voice authentication system.

Next, we will discuss the methods of protection and reliability against cyber attacks by ultrasonic and light
commands on a specialized computer system of voice control of the car. It should be understood that the voice
control system, which depends directly on the speaker, is performed locally, and not the dependent voice control
system is performed through the cloud service [10].

When a user uses a cloud service, signals that have been pre-processed are sent to servers where these
signals will be recognized by machine algorithms. If the SCS recognizes the command, it will run the program to
perform the operation. All commands and actions are system dependent and defined. Dedicated computer voice
control systems have a wide range of functions and voice commands that are quite difficult to activate. Most
security research for voice control systems focuses on cyberattacks, voice recognition algorithms [11], or malicious
software.

In order to have access to control of the voice control system, Dolphin Attack must generate activation
commands before the general introduction of voice control commands. Next, on the example of the voice assistant
"Siri" who works in "Apple CarPlay" [4], how exactly is the generation of voice commands. Siri Voice Assistant
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works in two modes, namely activation and recognition. Before executing voice commands, you need to activate it,
so you need to generate two types of voice commands, for activation and basic control commands. Activation is
considered successful if the voice command meets the requirements: has wake-up words "Hello, Siri" and mimics
the user's voice under which the voice assistant was trained. For a thief, creating an activation team is quite difficult,
unless of course he is able to record the words of the user's activation.

Generating a certain voice in "Hello, Siri" using the current speech methods and functions extracted from
the recordings [12] is extremely difficult, and sometimes not possible at all, because it is unclear what set of
functions is required for voice identification. Therefore, you can use two methods to create activation commands for
the voice assistant.

DolphinAttax can use different voice command activation kits, with different voice tones, using speech
synthesis systems. The method is used when the offender has the ability to write words or phrases of the user, with
the possibility of further breaking them into phonemes and combining them into different words, including those
necessary for activation.

After undergoing activation, the offender may have access to general voice control commands. it is possible
to select the text of the control command and create it using language synthesis systems. The voice recognition
system does not verify the identity of the control commands.

To ensure the reliability of voice control of the car, from ultrasonic (inaudible) cyber attack, I want to offer
my own method of protection, which will use hardware protection and contain a device for future use.

The specialized computer voice control systems "Android Auto" [S] and "Apple Car Play" [4] have
shortcomings with voice authentication. That is, the criminal for a successful cyber attack (DolphinAttack) must
first remotely send an inaudible (ultrasonic) signal to wake up the system.

Such a signal, the offender can receive by recording the voice of the user on whose device the cyberattack
will be directed, to further break the signal into words that are necessary for activation. The proposed method will
help increase the protection of the system in the first stage of preparation for a successful cyber attack.

The essence of the method is to reduce the possibility of the offender to obtain a recording of the user's
voice. To do this, use an ultrasonic microphone recording blocker. To date, there are many different types, with
different characteristics and capabilities. Next (Figure 2), will show the use of an ultrasonic blocker using the
algorithm of this device.

START

¥

Ultrasonic blocker

Suppressing
ultrasound
signal

Execution of the
signal attenuation
process

Continue recording in

normal mode

Microphone recording
device

END

Fig. 2. Scheme of the algorithm of ultrasonic recording blocker

The size of the device is quite small and comfortable, and most importantly invisible, which makes it easy
to install in the car showroom or anywhere else.
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The next step will be to assess the effectiveness of Dolphin Attack's impact on various factors and methods
of protection for them. For a cyberattack, the speed of recognition of different types of voice commands will not
differ. Voice assistants such as Siri or Google Assistant are recommended for use in car voice control systems with
minimal background noise, as SGCs are sensitive and can lead to incorrect analysis and execution of user-defined
voice commands.

As the cyberattack is performed remotely, the level of background noise increases as the distance increases,
as previously described, which can lead to incorrect recognition of the voice command. Next, the methods and
means of protection in cyber attacks on the voice control system will be evaluated. Both hardware and software
methods can be used for protection.

Hardware protection is to improve the SGC microphone and its characteristics. The main reason for a
successful cyber attack is that the microphone can receive acoustic commands above 20 kHz, although ideally it
should not.

In general, most microphones allow signals above 20 kHz [13], so the microphone should be extended and
designed to curb acoustic signals in which the frequency is in the range of ultrasonic commands.

You can add a low-pass filter module to the microphone to detect modulated voice commands and cancel
the bandwidth using modulated voice commands. This allows you to detect signals in the frequency range of the
ultrasound, showing the modulation characteristics and where to modulate these signals to obtain the main
frequency band.

To provide software, you need to use the unique properties of voice commands that distinguish them from
the real thing. Figure 3 shows a demodulated cyberattack signal that differs from the original signal and that
recorded at high frequencies in the range of 800-2400 Hz.
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Fig. 3. Difference of demodulated signal from original [14]

The original signal produced by the Google TTS engine has a frequency of 25 kHz for modulation, so it is
possible to detect "Dolphin Attack" by performing a frequency analysis in the range from 800 to 2400 Hz. To
confirm the feasibility of detecting a cyber attack, the method of reference vectors as a classifier and extraction from
audio functions in the frequency and time domain.

Using the created voice commands "Hello, Siri", with the help of special programs for converting text into
a voice command, two samples of voice commands were obtained, in which one was recorded and the other was
played. In order to teach the classifier on the method of reference values, to detect malicious voice commands, it is
necessary to use several recorded audio samples, other samples can be used for testing. The classifier can distinguish
restored audio recordings from those recorded with a true positive result and a negative value of one hundred
percent.

The result of using a classifier made by the method of reference vectors, shows that this software method of
protection can be detected for malicious cyberattacks.

The next method of protection against inaudible cyberattacks will be to search for and detect signs of non-
linearity of the signal that is transmitted to the microphone of the voice control system. To do this, you need to
understand whether it is possible to identify traces of non-linearity, which the offender will not be able to get rid of.
But first you need to understand exactly how acoustic nonlinearity works.

In general, microphones and speakers are designed as linear systems, which means that the output signals
are linear combinations of input signals. In the power amplifier used in microphones and speakers, the input audio
signal is s (t), then the output signal should ideally be:

Sour (t) = Ays(t), (1)

where A is the gain of the amplifier;
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In practice, components in microphones can usually be linear only in audible frequency ranges, ie greater
than 20 kHz. In ultrasonic bands where the frequency is less than 25 kHz, they do not show linearity [15]. It follows
that for ultrasonic signals the output of the amplifier is calculated:

Sour (1) = X2, A;si(t) = A, s(t) + A,5%(t) + A;83 - ~ A;s(t) + A,8%(Y) Q)

[16] shows how it is possible to reproduce ultrasonic signals that can be recorded by a microphone, but they
will be inaudible to humans. In the ultrasonic speaker there is a possibility of reproduction of two inaudible tones:
s, (t) = cos (2mf,t) with frequency f; = 38 kHz i s,(t) = cos (2nf,t) with f; = 40 kHz.
When the combined signal passes through a nonlinear microphone at the output it becomes:
Sour (1) = Ay (1) + Agshs (1) = Ay (51(0) + 5,(8) + Az (5,(1) + 55 (1))
= A, cos(2nf,t) + A, cos(2nf,t) + A, cos?(2nf,t) + A, cos?(2nf,t)
+24A, cos(2nf, t) cos (2nf,t), 3)
This signal has frequency componentsv f;, f,, 2f;, 2f; f, +1; and f; — f;. The microphone before,
digital processing and recording uses a low-pass filter to remove components higher than 24 kHz. So
frequencies

Siow (t) = Ay + Aycos (2n(f; — f3)1), (4)
In general,, f5 — f; = 2 kHz 3 recorded by the microphone, this shows a property that allows you to send an
inaudible signal, with the ability to generate a copy of the sound in the middle of the microphone.

Thus we mark the signal of the voice command: "Siri, pave the route...", which was pronounced by the
user - v(t), when he will say this command, the expression will be executed:
sp = v(t) +n(t), (5)

where 1(t)- microphone noise;
Let the offender reproduce this voice command using ultrasound, recorded signal sS4, look like:
4
Sax = 5 (1 +2v(8) +v*(8)) +n(t), (6)
Figure 4 shows the spectrum of the voice command for the s, and &,4, as these signals are
almost similar in structure, which means that the text converter outputs the same text for the sy and 5 4y,.

Fig. 4. Spectrogram for signal s, and s;4 Kk, voice command " Siri, pave route..."

Based on this, we can conclude that for protection you need to check any signal (input) and determine
whether it is a low-frequency user-specified, or a copy of the high-frequency cyber attack.

Attack by light commands is similar to cyberattacks by ultrasonic commands, the difference is that it uses
a special device (laser) to attack. Hardware and software protection methods are used to protect against this type of
attack. The software method of protection is to apply an additional level of authentication to the voice control
system. In [17], the authors use an additional step of user authentication, thus trying to protect against the execution
of unauthorized conference commands. The method is to use an additional authentication step before executing
critical commands and reduce attempts to enter the wrong password if the system supports this feature.

This method can also help if the offender is unable to hear the response of the voice control system because
it is far from the attacked device. For example, the system will ask any random question before executing a voice
command, to which the offender will not be able to answer, thus stopping the attack.

The next method of protection is to use the operation of sensor algorithms, and use methods of merging
them to detect commands entered on the basis of light [18]. Voice assistants often have and use multiple
microphones. The essence of the method is that the offender uses one special device (laser) to attack light
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commands and uses only one microphone that receives the signal, while other microphones do not receive anything.
So you can try to detect the attack using comparisons of signals from multiple microphones, ignoring voice
commands that are entered using a special device (laser). This method can be effective only when one attacking
device is running.

The imperfections of specialized computer systems with voice control of the car, namely with the problems
of authentication or lack thereof in general, allow criminals to access various functions and capabilities of the car.
Using various types of cyberattacks, such as attacks by light commands, or the introduction of inaudible (ultrasonic)
commands, with the help of special devices aimed at microphones of voice control of the car, will allow criminals to
bypass the imperfections of the driver authentication system.

The previously described protection methods allow to ensure the reliability of the car's voice control
systems, quite effectively, but not as much as possible. As a result of the review of the original sources of the
authentication system of different cars, the material obtained, the analysis of which led to the conclusion that to
ensure the reliability of the car voice control system, you need to use an additional authentication system that will
allow only the driver or proxies. system management and more. To solve the problem of additional
authentication, an autonomous security system will be created, with the possibility of direct authentication using the
fingerprints of the car owner or proxies. The main components of the system will be the Arduino UNO board,
fingerprint scanner, LCD display, servomotor. The Arduino IDE will be used to download code and program the
Arduino UNO board. The algorithm of the system (Figure 5) shows that if the user is not authenticated correctly, the
system will not be able to provide access to the car's functions.

START

Scanning the
fingerprint

ARDUINO UNO

L ) NO
he user's fingerprint
matches

On the "Confirmed" "Not confirmed” on
dizplay the display

!

Starting the car
system

v

Fig. 5. Block diagram of the biometric authentication system algorithm

Biometric fingerprint recognition technology is a new and modern method for ensuring reliability and
protection for security systems. This method uses the physical presence of the user to authenticate the user. Today,
fingerprint recognition is widely used in various biometric systems, such as telephones, smart devices, biometric
locks, bank payments and more [19]. The use of biometric authentication as a personal code as a personal code is
considered a traditional method.

The use of this biometric authentication system will be quite reliable and will allow the user to provide
reliability for specialized computer systems of the car, and block the criminal's access to the voice control system,
which in turn will prevent various methods of cyberattacks

Known approaches to solving this problem are based on the work [20], which states that biometric security
technologies are one of the most effective protection systems, and are increasingly becoming everyday attributes in
the lives of ordinary people. In recent years, these systems have become widespread in the production of mobile
technology, ie smartphones are built-in fingerprint scanners, voice recognition and more.
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Particular attention is paid to the problem of authentication, related to the development of methods and
tools to ensure the reliability of the car's SCS. That is, through the process of authentication of a person, using the
comparison of its characteristics with the characteristics that were previously entered into the system, it is possible
to determine as accurately as possible whether the user has appropriate access to the requested information or not.
This makes it possible to ensure the reliability of the current problem of information security.

An important point for research in automotive authentication systems is the fact that in today's world there
is a high demand for reliable and safest systems in vehicles. Thus, the design and development of hardware and
software biometric security system using fingerprint technology to prevent unauthorized access to the car is simple
and useful to use. The hardware and software implementation of the system will use an additional method of user
authentication, which will be based on the ability to start the car's ignition system, which in turn will use its
functionality and prevent its use in case of incorrect biometric authentication with fingerprint.

Fingerprint sensor, allows you to match the image of the user's fingerprint with what is stored in the system
memory of the sensor. The research program focuses on a tool to obtain answers and follow instructions according
to the results obtained, using the Android Uno microcontroller and includes the following security issues. Who use
the analysis of the obtained results and check whose fingerprints can get access rights to turn on a specialized
computer system of the car.

Experimental results and analysis of an additional user authentication system

Checking access to the car's biometric authentication system can be considered successful if the user turns
on the car's system using their own fingerprint, which is registered in the device's memory. If the user registered in
the system is unable to do so, the system may be considered defective.

The experiment is performed by detecting fingerprints for the system, aimed at finding the value of the
success rate of other fingerprints that have not been entered into the scanner database. The experiment is performed
by setting the fingerprint of the user, and then continuing to establish the fingerprint of the second user. To
determine the percentages, changes in the ten right fingerprints of users that were used using another person's scan
pattern that was not registered in the fingerprint sensor scanner will be checked.

An important point for the study is the position that the scanner is very sensitive to the placement of the
user's fingerprints. The location of the fingerprint should be exactly on the layer of the scanner glass so that the
fingerprint is read clearly and in accordance with the input and stored in the system. The results of the study of the
fingerprint module are shown in table 2.

Table 2 shows the matrix of test results. The matrix displays the actual and incorrect number of predictions
in the matrix test data. The input data of the matrix have the following values:

- positive (true) - is the number of fingerprints of users using a scanner;

- negative (true) for the number of prints of other users that are detected incorrectly;

- false-positive fingerprint results of another user being entered, verified and correct;

- false-negative when the fingerprint scanner module indicates that the car startup system could not be

accessed.
Table 2
Study of the fingerprint scan of the user of the car's biometric system
Fingerprint Positive Negative False-positive False-negative Car system
(real) (real)
1 1 0 0 0 included
2 1 0 0 0 included
3 1 0 0 1 excluded
4 1 0 0 0 included
5 1 0 0 0 included
6 1 0 0 0 included
7 1 0 0 1 excluded
8 1 0 0 0 included
9 1 0 0 0 included
10 1 0 0 0 included

Based on the above results, it can be concluded that the success rate of the fingerprint of the user who can
access the car is 90 percent.

Similar works
There are many articles on this topic, for example, a scientific article [21] presented the results of user
interaction with a specialized computer system "Android Auto". The study examined the interaction of drivers with
the functions of the voice control system and the safety of their control on the road. The results of the study showed
that using the "Android Auto" system is quite safe.
McAfee and its partners have published a report called "Precautionary Software" [22], in which they
analyzed the new threats and risks in the automotive specialized computer system that are present in modern cars. In
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[23-24], the authors show a comprehensive approach to show that the safety of modern cars may be compromised
due to interference and interference with the passage of Bluetooth and Wi-Fi signals. In some articles, such as [25],
security and privacy issues in car voice control systems are solved using different cryptographic methods, or using
different secure development environments [26].

Conclusions

As a result of summarizing the literature to ensure the reliability of a specialized computer voice control
system, a number of problems have been identified, the main of which is the imperfection of the user authentication
system.

To implement the solution to this problem, a hardware and software product of an additional biometric
automotive user authentication system was created and developed. The system was created to ensure the reliability
of cyber attacks on the voice control system.

An experiment with a biometric authentication system found that the success rate for a registered
fingerprint user who can access the car is ninety percent.
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COVID-19 MORTALITY PREDICTION USING MACHINE LEARNING METHODS

The paper reports the use of machine learning methods for COVID-19 mortality prediction. An open dataset with large
number of features and records was used for research. The goal of the research is to create the efficient model for mortality
prediction which is based on large number of factors and enables the authorities to take actions to avoid mass spread of virus to
and reduce the number of cases and deaths. Feature selection was conducted in order to remove potentially irrelevant input
variables and improve performance of machine learning models. The classic machine learning models (both linear and non-linear),
ensemble methods such as bagging, stacking and boosting, as well as neural networks, is used. Comparison of efficiency of
ensemble methods and neural networks compared to classic ML methods such as linear regression, Support Vector Machines, K-
nearest nejghbors elc. is conducted. Ensemble methods and neural networks show much greater efficiency than classical ones.
Feature selection does not significantly affect the prediction accuracy.

The scientific novelty of this paper is the large number of machine learning models trained on the large-scale dataset with
significant number of features related to different factors that can potentially affect COVID-19 mortality, as well as further analysis
of their efficiency. This will assist to select the most valuable features and to become a basis for creating a software designed for
tracking the dynamics of the pandemic.

The practical significance of this paper is that present study can be useful for authorities and international organizations
in prevention of COVID-19 mortality increase by taking proper preventive measures.

Keywords: machine learning, COVID-19, mortality prediction, ensemble methods, neural networks, feature selection.

Amnppiit [IOITOBUY, Biraniit AKOBMHA

HanionansHnii yHiBepcuteT «JIbBiBChKa MOMITEXHIKa»

IMPOI'HO3YBAHHSA CMEPTHOCTI BLJI COVID-19 METOJAMU MAIIMHHOT'O
HABYAHHSA

AaHa CcTatTsi Orncye BUKOPUCTaHHSI METOAIB MALLMHHOMO HaBYaHHs A/151 NEPEA6aYEHHS piBHS cMepTHOCTI Big COVID-19.
N5 AOCTIIKEHHS 6YT10 BUKOPHCTAHO BIAKPUTUN HAOIP AaHNX 3 BE/MKOKO KiJTbKICTIO O3HAK Ta 3aMMCiB. METOK AaHOro AOCTIIKEHHS
€ CTBOPEHHS eQeKTUBHOI MOAE 4715 NEPEABAYEHHS PIBHS CMEPTHOCTI, YO 6a3YETHCS HA BE/MKIV KiJIbKOCTI YHHUKIB T AO3BOSUTH
KOMIIETEHTHUM OpPraHaM BXXWUTYU TPEBEHTUBHI 3aX0au A/15 3ar00iraHHs MacoBomy rowmperHio COVID-19 1a 3MEHIIEHHS KifIbKOCTi
XBOpUX Ta MMOMED/IMX Bifl XBOPOOYU. [TDOBEAEHO BiABID O3HAK 3 METOK YCYHEHHS MOTEHLIMHO HEDEIEBAHTHUX BXIAHUX 3MIHHUX Ta
TTOKPALEHHS TPOAYKTUBHOCTI MOJENEH MALIMHHOIO HaBYaHHS. By/io BUKOPUCTAHO KIIACHYHI MOJEN MALIMHHOMO HaBYaHHS (K
JIHIVH], Tak | HEHiVH), aHcambrnesi MeToaM, 30Kpema OEITIHI, CTEKIHI Ta OYCTUHI, a TaKoX HEUPOHHI MEPEX|. BUKOHaHO
[1ODIBHSIHHSI €QEKTUBHOCTI aHCaMB/IEBUX METOLIB MOPIBHIHO 3 KIACUYHUMU METOJAMU MALLMHHOMO HABYAHHS, TaKUMU SIK JIHIVIHE
Perpecisi, METOAM OropHNX BEKTOPIB, K Hab/mmKymx CycigiB Ta iHLLi. AHCaMO/IEB] METOAN Ta HEVPOHHI MEDEXI MTOKA3YIOTb 3HAYHO
OlfibLLly €QEKTUBHICTE, HIXK KacuyHi. Biabip 03HaKk He Ma€ 3HaYHOro BI/IMBY HAa TOYHICTL MEPEAOIYEHHS.

HaykoBa HOBU3HA AAHOI po6OTU NOJISIAE B BE/MKIN KiSIbKOCTI MOJAE/EN MALUNHHOMO HABYAHHS, HATDEHOBAHNX Ha
BEJMKOMY Ha6OPI AarHuX, WO MICTUTL 3HAYHY KifIbKICTb O3HAK, SKi CTOCYIOTbCS PIBHOMAHITHUX YMHHUKIB, SKI MOTEHLIMHO MOXYTb
BIVMHYTU Ha CMEPTHICTL Big COVID-19, 1a B 1ogasbluoMy aHasmsi ix eQekTBHOCTI. Lje Moxe JoroMorTv Bigipatvt HaubibLL
3Ha4qyLLi O3HaKkv Ta CTaTyv OCHOBOIO y CTBOPEHHI MPOrpamMHuX 3aco0iB, NPUHAYEHNX A/15 BIACTEXEHHS AUHAMIKN XBOPOOU.

TIpakTuYHE 3HAYEHHS AaHoi po6oTy rosiarae B TOMY, LJO HAESBHI B HiYi AOC/MKEHHS MOXYTb OyTu KOPHCHI U151
LAOC/IIAHUKIB, 38KI184IB OXOPOHU 340POBS, AEDKABHUX OPIraHIB Ta MIPKHaPOAHWX OpraHizauivi B 3arobiraHHi 3poCTaHHS CMEDTHOCTI
Bl COVID-19 1n19x0M BXUTTS BIAMOBIAHNX 3aI106DKHUX 38X04IB.

KIto4oBi C/10Ba.; MALUMHHE HABYAHHS, MPOrHO3yBaHHSA CMEPTHOCTI Bif COVID-19, aHcambrieBi METOAM, HEVPOHHI MEDEXI,
BiA6ip 03HaK.

Introduction

The COVID-19 pandemic caused by SARS-CoV-2 strain, which started in December 2019 in Wuhan
(Hubei province, China), triggered severe global social and economic outcomes around the world. As of May 29,
2022, more than 528 million cases have been registered worldwide, including more than 6.28 million deaths. By the
late 2020 - early 2021 when the mass production of vaccines and the mass vaccination started, in order to reduce
morbidity and mortality the governments were forced to take strict preventive measures such as lockdowns, social
distancing, travel restrictions, wearing masks, quarantines, curfews, workplace hazard controls, postponing or
cancelling the events, testing systems, etc.

To mitigate the effects of pandemic and reduce the number of casualties it is crucial to have an instrument
which considers different factors that can significantly affect the course of the pandemic, in particular demographic,
economic, geographical, etc. This will enable researchers and authorities to better understand dynamics of the
pandemic and take proper preventive actions.

The paper describes research and efficiency comparison of different machine learning models using large-
size dataset with many features which will potentially improve mortality prediction accuracy.
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Related works

In more than two years since the outbreak of the pandemic, a large number of studies have been conducted
to predict the COVID-19 mortality rate. Most of them use the clinical and laboratory results of hospitalized patients
as input data. These studies used different models of machine learning, feature selection methods, as well as metrics
and indicators, which assessed the effectiveness of the models and the quality of their predictions.

Early mortality prediction using machine learning based on based on typical laboratory results and clinical
data registered on the day of intensive care unit admission is considered in [1]. Such machine learning algorithms as
Random Forest, logistic regression, gradient boosting classifier, Support Vector Machine classifier, and artificial
neural network algorithms were used to build classification models. The impact of each marker on the RF model
predictions was studied by implementing the LIME-SP technique. The study [2] aimed to compare several ML
algorithms to predict the COVID-19 mortality using the patient’s data at the first time of admission. An Information
GainRatio Attribute evaluation (GA) method was used to select the features. Seven ML algorithms including the J48
decision tree, Random Forest, K-nearest neighborhood, multi-layer perceptron, Naive Bayes, eXtreme gradient
boosting (XGBoost), and logistic regression were applied. Random Forest had better performance than other ML
algorithms.

In the study [3] inspired modification of partial least square (SIMPLS)-based model was developed to
predict hospital mortality. Latent class analysis (LCA) was carried to cluster the patients with COVID-19 to identify
low- and high-risk patients. SIMPLS-based model was able to predict hospital mortality with moderate predictive
power and high accuracy. Clustering analysis identified high- and low-risk patients among COVID-19 survivors.
The aim of the next study [4] was the development and prospective validation of a state-of-the-art machine learning
model to provide mortality prediction within 72 hours after confirmation of SARS-CoV-2 infection. Traditional
machine learning models were evaluated independently as well as in a stacked learner and various recurrent neural
network architectures were considered. The GRU-D recurrent neural network achieved peak cross-validation
performance.

The study [5] aims to train several ML algorithms to predict the COVID-19 in-hospital mortality and
compare their performance to choose the best performing algorithm. Six feature scoring techniques and nine well-
known ML algorithms were used. To evaluate the models’ performances, the metrics derived from the confusion
matrix calculated. Experimental results indicated that the Bayesian network algorithm has been more successful in
predicting mortality. This study [6] was conducted to develop a machine learning model to predict prognosis based
on sociodemographic and medical information. The least absolute shrinkage and selection operator (LASSO), linear
Support Vector Machine, SVM with radial basis function kernel, Random Forest and K-nearest neighbors were
tested. LASSO and linear SVM demonstrated high sensitivities and specificities while maintaining high
specificities, as well as high area under the receiver operating characteristics curves.

Prediction of in-hospital mortality for COVID-19 patients treated with steroid and remdesivir was
conducted in [7]. The important variables associated with in-hospital mortality were identified using LASSO and
SHAP (SHapley Additive exPlanations) through the light gradient boosting model (GBM). Six important variables
were selected. Additionally, the light GBM had high predictability for the latest data (AUC: 0.881). This study [8]
aimed to develop a predictive model to predict patients’ mortality from the basic medical data on the first day of
admission. From different ML models the naive Bayes demonstrated the best performance with an AUC of 0.85.
The ensemble model from the naive Bayes and neural network combination had slightly better performance.

The study [9] aimed to develop and compare prognosis prediction machine learning models based on
invasive laboratory and noninvasive clinical and demographic data from patients’ day of admission. Three SVM
models were developed and compared using invasive, non-invasive, and both groups. The results suggested that
non-invasive features could provide mortality predictions that are similar to the invasive. The next study [10]
experimentally verified that some anti-cancer drugs can be regarded as potential treatments against COVID-19. A
broad panel of time-to-event machine learning models was implemented and compared, such as Elastic net
penalized Cox proportional hazards regression and Weibull accelerated failure time regression, DeepSurv neural
network approach, Random Survival Forests and XGBoost Survival Embeddings.

The purpose of study [11] is to predict new cases and deaths rate one, three and seven-day ahead during the
next 100 days. Three methods (LSTM, Convolutional LSTM, and GRU) and their bidirectional variants were used.
The results show that the bidirectional models have lower errors than other models. The next study [12] is about
development and testing of machine learning-based models for COVID-19 severity prediction. In this research, a
new feature engineering method based on topological data analysis called Uniform Manifold Approximation and
Projection (UMAP) were used. UMAP has 100% accuracy, specificity, sensitivity, and ROC curve in conducting a
prognostic prediction using different machine learning classifiers.

In the study [13] authors developed, verified, and deployed a stacked generalization model to predict
mortality by combining 5 previously validated scores and additional novel variables reported to be associated with
COVID-19-specific mortality. A ridge regularized logistic regression was chosen as the top-level model to limit
overfitting and to address correlation between the component models. The objective of the next study [14] was to
develop and validate models that predict mortality of patients diagnosed with COVID-19 admitted to the hospital. A
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linear logistic regression and non-linear tree-based gradient boosting algorithm were used. Both models
outperformed age-based decision rules used in practice.

The objective of study [15] was to identify prognostic serum biomarkers in patients at greatest risk of
mortality. The developed Support Vector Machine model achieved 91% sensitivity and 91% specificity (AUC 0.93)
for predicting patient expiration status on held-out testing data. The next study [16] aimed to develop risk scores
based on clinical characteristics at presentation to predict ICU admission and mortality in COVID-19 patients.
Logistic regression was used to identify independent clinical variables predicting the two outcomes. The risk score
model yielded good accuracy for predicting ICU admission and for predicting mortality for the testing dataset.

The next study [17] leverages a database of blood samples to identify crucial predictive biomarkers of
disease mortality. For this purpose, multi-tree XGBoost classifier selected three biomarkers that predict the mortality
of individual patients more than 10 days in advance with more than 90% accuracy. The aim of next study [18] was
to develop an accurate model for predicting COVID-19 mortality using epidemiolocal and clinical variables and for
identifying a high-risk group of confirmed patients. Risk scores for COVID-19 mortality prediction model were
developed by logistic regression analysis.

This study [19] seeks to develop and validate a data-driven personalized mortality risk calculator for
hospitalized COVID-19 patients. The COVID-19 Mortality Risk tool was developed using the XGBoost algorithm
to predict mortality. In the last study [20] a bootstrap averaged ensemble of Bayesian networks was also learned to
construct an explainable model for discovering actionable influences on mortality and days to outcome. XGboost
and logistic regression model yielded the best performance on risk stratification and mortality prediction
respectively.

As we can see, the vast majority of studies related to the COVID-19 mortality prediction of from focus on
predicting the survival of individual patients who have been hospitalized with a confirmed diagnosis. These studies
are based on data provided by health facilities. So, the aim of this study to predict the COVID-19 mortality rate
among the population on the basis of a large number of potentially relevant factors that may affect the pandemic.
This task involves the selection of the appropriate set of input data, as well as the selection of the optimal prediction
method and the factors influencing its results.

Dataset description and exploratory data analysis

An open dataset [21] which contains data related to COVID-19 outbreak in the US, including data from
3142 counties of 49 US states from the beginning of the outbreak (January 2020) to June 2021, was used for study
given in this paper.

This data was collected from many public scientific, governmental and other online databases and include
daily number of COVID 19 confirmed cases and deaths and features, as well as features that may be relevant to the
dynamics of the pandemic: demographic, geographic, climatic, social, etc.

The dataset consists of 992266 records and 64 features. The target variable is daily number of COVID-19
deaths in each county.

The dataset is essentially an aggregation of big amount of data collected from large number of open
sources. The data in the dataset were preliminarily prepared by its authors. In particular, KNNimputer was used to
impute missing data, and the records about counties with values of both fixed features and temporal features missed
for all dates were deleted.

The correlation matrices for some features are presented in Fig. 1. We can see that significant correlation
between them and target variable is absent.

06

Fig.1. Pearson correlation coefficients matrices for some features

Feature selection
As the dataset contains large number of features, it is necessary conduct feature selection to select a set of
input variables that are the relevant to target variable. This will potentially reduce the dimensionality of the training
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set, improve model performance and reduce it fitting time. As it is unknown what set of features will be optimal, the
following algorithms were used:

1) Boruta [22]. This algorithm based on Random Forest creates random shuffled shadow copies for each
feature and determines their Z-scores. Feature is removed if its score is lower than maximum score of its shadow
copies. 6 features were selected by this algorithm (9.52% of total number of features).

2) Recursive Feature Elimination (RFE) [23]. This algorithm uses an external estimator to assign some
weight coefficients to initial set of features, then features with the lowest weights are pruned. Procedure is
recursively repeated until the desired number of features is reached. 32 features were selected by this algorithm
(50.7% of total number of features).

3) Recursive Feature Elimination with cross-validation (RFECV) [24] which allows to get the optimal set
of features. 22 features were selected by this algorithm (34.9% of total number of features.

Comparison of efficiency of different machine learning models

The first step is applying linear machine learning models to both the entire dataset and the selected features.
Such models as linear [25], logistic [26], ridge [27] and ElasticNet [28] regression, as well as stochastic gradient
descent [29], were used. For model evaluation, metrics such as mean absolute error (MAE), mean squared error
(MSE), its root (RMSE) and coefficient of determination (R? score) were used. Data was split with ratio: 75% -

training set, 25% - test set. Results are presented in Table 1.

Table 1.
Comparison of efficiency of linear models for different sets of features
Model/metric | MAE | MSE RZscore RMSE
For all features
Linear 0.674 8.265 0.329 2.875
Logistic 0.480 10.163 0.174 3.188
Ridge 0.674 8.265 0.329 2.875
ElasticNet 0.691 9.198 0.253 3.033
SGD 0.628 8.366 0.320 2.892
For features selected by Boruta algorithm
Linear 0.637 8.367 0.320 2.893
Logistic 0.480 11.052 0.102 3.324
Ridge 0.637 8.367 0.320 2.893
ElasticNet 0.691 9.198 0.253 3.033
SGD 0.641 8.502 0.309 2.916
For features selected by RFE algorithm
Linear 0.674 8.265 0.329 2.875
Logistic 0.480 10.163 0.174 3.188
Ridge 0.674 8.265 0.329 2.875
ElasticNet 0.691 9.198 0.253 3.033
SGD 0.628 8.366 0.320 2.892
For features selected by RFECV algorithm

Linear 0.675 8.293 0.326 2.880
Logistic 0.479 10.545 0.143 3.247
Ridge 0.674 8.293 0.326 2.880
ElasticNet 0.693 9.267 0.247 3.044
SGD 0.660 8.709 0.292 2.951

The next step is the analysis of efficiency of some non-linear machine learning models. The following
methods were used: K-nearest neighbors [30], Support Vector Machine [31], decision tree [32]. Results are

presented in Table 2.

Table 2.
Comparison of efficiency of non-linear models for different sets of features
Model/metric | MAE [ MSE | R?score I RMSE
For all features
DecisionTree 0.606 11.942 0.030 3.456
SVR 0.487 9.589 0.221 3.097
KNeighbors 0.602 9.820 0.202 3.137
For features selected by Boruta algorithm
DecisionTree 0.630 14.910 0.021 3.860
SVR 0.484 9.733 0.210 3.120
KNeighbors 0.612 10.010 0.187 3.164
For features selected by RFE algorithm
DecisionTree 0.606 11.942 0.030 3.456
SVR 0.487 9.589 0.221 3.097
KNeighbors 0.604 10.846 0.193 3.293
For features selected by RFECV algorithm
DecisionTree 0.611 14.930 0.021 3.864
SVR 0.486 9.659 0.215 3.108
KNeighbors 0.612 9.905 0.206 3.147
MDKHAPOJIHUI HAYKOBUI XY PHAJI 107

«KOMIT'IOTEPHI CACTEMH TA THOOPMAIIIIHI TEXHOJOTI Ti», 2022, Ne 2




INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

In general, non-linear models with selected features show slightly worse results than with entire dataset.

The next step is to compare ensemble methods, in particular:

1) Bootstrap aggregation (bagging) [33] - algorithm is trained on random data subsets several times, then
the results are averaged. In this study decision tree and Random Forest [34] are used.

2) Boosting [35] - several algorithms are trained consistently; each subsequent algorithm focuses on
samples misclassified by previous ones. Gradient boosting [36] (based on decision tree), AdaBoost [37] and
XGBoost [38] were used.

3) Stacked generalization (stacking) [39] - several algorithms are trained using the available data, then the
results are used as inputs by final estimator which makes the final decision. Gradient boosting, decision tree and
Random Forest were used to create ensemble. Results are presented in Table 3.

Table 3.
Comparison of efficiency of ensemble models for different sets of features
Model/metric | MAE | MSE | R?score | RMSE
For all features
AdaBoost 0.451 6.280 0.490 2.506
Bagging 0.505 5.390 0.562 2.322
Gradient Boosting 0.549 5.716 0.536 2.391
XGB 0.508 5.390 0.562 2.322
Random Forest 0.505 5419 0.560 2.328
Stacking 0.497 5.145 0.582 2.2681
For features selected by Boruta algorithm
AdaBoost 0.456 6.286 0.489 2.507
Bagging 0.512 5.583 0.546 2.362
Gradient Boosting 0.551 5.906 0.520 2.430
XGB 0.516 5.700 0.537 2.387
Random Forest 0.511 5.182 0.579 2.276
Stacking 0.506 5.091 0.586 2.256
For features selected by RFE algorithm
AdaBoost 0.451 6.280 0.490 2.506
Bagging 0.505 5.390 0.562 2.321
Gradient Boosting 0.549 5.716 0.536 2.391
XGB 0.508 5.390 0.562 2.322
Random Forest 0.505 5419 0.560 2.328
Stacking 0.497 5.145 0.582 2.268
For features selected by RFECV algorithm

AdaBoost 0.465 6.845 0.444 2.616
Bagging 0.508 6.140 0.501 2.478
Gradient Boosting 0.550 5.890 0.521 2427
XGB 0.514 6.284 0.489 2.507
Random Forest 0.508 6.168 0.499 2.484
Stacking 0.516 5.559 0.548 2.358

We can see that results of ensemble models are much better than results of models mentioned above.

Finally, let's compare efficiency of some deep learning models. For comparison, two neural networks with
experimentally selected topologies were created.

The first one is multilayer perceptron [40] neural network, it has four fully connected layers (one input
layer and three hidden ones), each of then consists of 256, 128, 64 and 32 nodes respectively. A Rectified Linear
Unit (ReLU) activation function is applied to each layer. After every layer we use Dropout layer, which is used for
network regularization using neurons exclusion with certain rate (0.2 in our case) to prevent overfitting. Adam
optimizer was selected and number of epochs is 100.

The second one is convolutional neural network [41], which contains one input layer with 64 nodes and one
hidden layer with 32 nodes. The Flatten layer designed for converting input data into one-dimensional vector, as
well as ReLU activation function and Adam optimizer is used.

Table 4.
Comparison of efficiency of neural networks for different sets of features
Model/metric | MAE | MSE | R*score | RMSE
For all features
MLP 0.588 5.641 0.542 2.375
CNN 0.522 5.782 0.530 2.405
For features selected by Boruta algorithm
MLP 0.528 5.526 0.551 2.351
CNN 0.608 5.975 0.514 2.444
For features selected by RFE algorithm
MLP 0.567 6.072 0.507 2.464
CNN 0.603 6.171 0.499 2.484
For features selected by RFECV algorithm
MLP 0.558 6.723 0.454 2.593
CNN 0.515 5.741 0.534 2.396
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As it is shown above, the performance of neural networks is slightly lower than ensembles.
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Discussion
The comparison graphs, where efficiency of studied machine learning models for both all and selected
features is displayed, are shown in Fig. 2-5.
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Ensemble methods and neural networks give better results compared to classic methods. Developed method
improved generalization abilities.

Ensemble methods combine predictions of multiple trained models. The drawback of this approach is that
contribution every model makes to ensemble is the same and does not depend on performance of model. The
modification of this approach is a weighted average ensemble [42] that weighs contribution of every ensemble
member by the expected performance of the model on a holdout dataset. This means that model contribution
depends on its performance. This improves average weighted ensemble over average model ensemble.
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The main problem related to usage of neural networks is impossibility to select architecture optimal to
solve specific task in advance. Selection of suitable configuration is conducted experimentally, such methods as
random search, heuristic search, grid search, etc. is often used.

Developed methods for solving the COVID-19 mortality prediction showed significant increase of accuracy
compared to existing approaches (decision trees, K-nearest neighbors, Support Vector Machines, linear regression,
etc.).

The results are presented both for the entire dataset and selected features, and the results of the metrics in
all cases differ slightly.

Conclusions

The subject of this paper is creation of optimal machine learning designed for COVID-19 mortality
prediction task, which can be useful for researchers, governments and international organizations to take preventive
actions.

The dataset used for study was analyzed, feature selection was conducted, selected models were trained and
their efficiency was compared.

Ensemble methods (stacking, bagging and boosting) as well as neural networks were found to be the most
efficient. Prediction accuracy may be improved in future studies.

It was discovered that addition of a new predictor can increase the accuracy of prediction, because the
output data of the base predictors are input data for the final predictor. In this case, these features are probably
correlated, as all basic predictors try to predict the same result.
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RESEARCH OF METHODS OF SEAT DISTRIBUTION IN PUBLIC TRANSPORT

In large cities, especially during a pandemic, the problem of allocating seats in transport and building the most successful
route Is an urgent task. The study of four methods of distribution of seats in public transport. Their advantages and disadvantages
are investigated. According to the results of the research, it became clear that the existing methods alone do not allow to effectively
solve the problem of distribution of seats in transport, so it is necessary to either improve existing methods or develop new
methods. Improving existing methods is possible by either combining several methods into one or adding certain elements that
eliminate existing shortcomings or minimize their impact on the effectiveness of the method. According to the results of the
research, the method of electronic seat selection has been improved in terms of adding seat wejght sensors, which makes it
possible to record the number of occupied seats and helps to provide information to passengers using a mobile application for free
seats. The method was also further developed with the help of a mobile application that allows you to pave a route and helps you
choose a convenient place to travel to your destination.

Keywords: distribution of seats in transport, infrared sensors, touch sensors, mobile application
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XMenbHULBKHI HalliOHAILHUIN YHIBEPCUTET

JOCIIIKEHHA METOAIB PO3IIOALTY MICHb B I'POMAIACBKOMY
TPAHCIIOPTI

Y Bermkux Mictax, 0cobmBO 1ig Yac narAemii, npobrema po3rnoginy CUasaux Miclb B TDAHCIIOPTI Ta CKIaAaHHS HaubIbL
BAa/Ioro MapLupyTy € aKTya/IbHOK 334a4€r0. B pobOTi NMPOBEAEHO AOCTTIIKEHHS YOTUPLOX METOLIB PO3I10AITY MiCLb B IDOMAACEKOMY
TPaHCopTi. JoCAKeHo iX nepesarv 1a HEAO/IIKU. 3a pe3y/ibTatamMu POBEAEHNX AOCTIMKEHb BUSBNIIOCE, O ICHYIOYI METOAN
OKPEMO HE [03B0/I5II0Tb €PEKTUBHO BUDILLIMTH 334a4y PO3O0[ITY MICLb B TDAHCIIOPT], TOMY HEOOXIAHO ab0 y/AOCKOHa/II0BATH ICHYIOY
MeToamn abo po3pobriSTH HOBI METOAN. YOCKOHA/IEHHS ICHYIOYMX METOLIB MOXJIMBE 3a PaxyHOK abo 06 €4HAHHS AEKI/IbKOX METORIB
B OAHOMY abo A0AABAHHS MEBHUX E€/IEMEHTIB, YO AO3BOJIAIOTE VCYHYTU HAsBHI HEAO/IKM abo 3BECTH iX BI/IMB Ha €QPEKTUBHICTb
METOAY A0 MiHIMyMy. 38 pe3y/ibTatamu rpoBEJEHNX AOCTKEHD y/AOCKOHAIEHO METO4 €/IEKTPOHHOro BMOOpy Micys B HacTuHi
J04aBarHs BaroBux Aat4ukiB CUBIHHS, YO AAE MOXJMBICTL QIKCYBaTU KifIbKICTb 3aWHATUX MiCLb Ta [OINOMArac HafaBatv
IH@OpMaLito nacaxupam 3a A0MOMOrol MObIIbHOro AOAATKY PO BifIbHI MICUS. Takox HabyB rofa/ibLioro po3BUTKY METo4 3a
AO0MOMOror0 MobIJIbHOrO A04AAatKy, YO AO3BOJISE MPOKAACTH MapLUpyT Ta AOMOMArae obpatv 3pyqHe Micuye A1 Moi34ku B MyHKT
TIPU3HAYEHHS.

Ki1to40Bi ¢/108a. po3r1o4i/1 MiCUb B TPAHCIIOPTI, IHGPAYEPBOHI AaTYMKM, CEHCOPHI AaTYMKY, MOBIIbHMA A0AaTOK

Introduction

The main task of the organization of urban public transport is to ensure the quality of traffic, which is
assessed mainly by the average waiting time of passengers at the stop or by the average interval of traffic on the
route. The quality of passenger traffic is determined, in addition, by the actual duration of the trip, the cost of travel,
the speed of arrival and the fullness of the vehicle [1, 2]. It is these indicators that determine the attractiveness of
using a particular type of public transport. Uneven distribution of passenger traffic by periods of the day
significantly affects the organization of traffic and this, in turn, affects the level of efficiency of public transport.

The efficiency of passenger traffic has been studied by many scientists [1]. The vast majority of studies
concerned the analysis of passenger traffic in the city, the probability of passenger traffic in transport interchanges,
but the issue of determining the availability of vacancies in transport was paid almost no attention. Therefore, the
study of existing methods of allocation of seats in transport and the choice of an effective method of allocation of
seats for convenient use of transport and ensuring the arrival of citizens in time to the destination is an urgent task,
which this study is devoted to.

Analysis of the peculiarities of passenger traffic in public transport

As an example of public transport, consider bus transport. On weekdays, business trips predominate, so the
peak passenger flows fall on the period from 07.30-09.00 and 17.00-19.00. The inter-peak period is characterized by
a decrease in the efficiency of vehicle use due to the increase in the intervals of their movement [3]. This increases
the waiting time at stops. The flow of people through urban infrastructure has a major impact on several areas, such
as tourism and transport. In particular, the ability to accurately count the number of passengers is one of the most
important components of the transit service, as it provides a key indicator of the efficiency of public transport
companies and is key to effective transit network planning, both long-term and short-term. Indeed, long-term route
planning and related schedules make it possible, through the analysis of departure-destination matrices, to obtain
information about travel during peak hours [2, 3]. Moreover, such matrices provide guidance on congested travel
time and appropriate routes, which affects short-term planning strategies. Thus, long- and short-term planning
promotes efficient use of resources and ensures that buses run on the right routes.
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To obtain information on the number of passengers, transport campaigns usually use traditional
mechanisms, ranging from non-automatic visual counting performed by a person to automatic counting of
passengers. Automatic methods based on various data collection technologies (eg matte sensors, infrared sensors,
video cameras. These systems need to be installed on vehicles and they are usually quite expensive.

Consider in more detail the following methods: method of electronic location selection, infrared
technologies of distribution of places in transport, method of allocating seats in transport using a mobile application
and method is based on the detection of the maximum intensity of passenger traffic.

Method of electronic location selection

The essence of this method is that when entering public transport, the passenger must pay with an
electronic ticket, select a place on the screen and then go to the selected place [3]. The distribution of seats in public
transport through electronic seat selection will help to record the number of occupied seats and warn subsequent
passengers about free seats in the vehicle. The method is effective provided moderate passenger traffic. For rush
hour, you should improve this method: add weight sensors to the seat. The strain gauges are connected to the
information board by means of a strain gauge cable and an analog-to-digital converter to illuminate up-to-date
information. To pay for travel on the back of the seat, attach an NFC-sensor (Fig. 1), which will be programmed for
non-cash payment, which will be an advantage for passengers.

G Information board
; with NFC
server Free space sensor
20 r r '2 [ 5
< — =_\ § .
19 3
1 - 7 G 3 17
ol 8 Sl LI SN S |
() - A @D e
—d U - L ),
Weight sensors NFC sensors on
the seats

Fig 1. Diagram of a vehicle using the electronic seat selection method with a weight sensor on each seat and an NFC sensor on the back of
each seat

Infrared technologies of distribution of places in transport

Cameras with infrared sensors measure the number of passengers with light rays (Fig. 2). When the beam
distance is reduced, the occupied position is registered. The sequence in which the rays are broken determines the
direction of movement of the passenger. Infrared technology is most common in buses and widespread in retail
chains. This method is effective, but during heavy passenger traffic there is a possibility of incorrect data. Therefore,
the error of incorrect data is present here. Video imaging technology measures the number of passengers using
appropriate cameras in the bus that recognize the passenger. They use several algorithms to:

a) motion detection;

b) assessment of its direction;

c¢) confirmation of the existence of a moving passenger.

The cameras send a signal through the router to the web-server, where the data on free seats in the vehicle
are processed and displayed on an additional board for information to subsequent passengers.

In addition to the task of fixing free passenger seats, infrared sensors can serve as cameras that provide
control in the vehicle during heavy passenger traffic [3, 4]. This helps drivers avoid dangers on the road and
transport companies improve service.
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Fig 2. Diagram of a vehicle using the Infrared technologies of distribution of places

Method of allocating seats in transport using a mobile application

This method is based on the method of electronic seat selection and is advanced in terms of adding weight
sensors to the seat, which allows you to record the number of occupied seats and helps to provide information to
passengers through a mobile application for free seats. Thanks to the installed weight sensors in the bus, passengers
can see the number of occupied seats and find out which route to take next. Thanks to the built-in artificial
intelligence system, the information is quickly updated and provides only accurate data. When developing a
computer system for automatic allocation of seats in transport, it is necessary to take into account that during peak
hours there will be a large load on the server. In addition, a potential passenger will be warned that during rush hour
seats are quickly occupied.

With the help of the developed application on the smartphone, the passenger can enter the start and end
points of the route. A similar system can be seen in Google Maps, which selects the fastest route. In megacities, the
function of viewing the employment of minibuses based on passenger feedback is available. But a small percentage
of public transport users leave feedback, so Google Maps may not always be relevant. The block diagram of such an
appendix is presented in Figure 3.

The application works on the following principle:

1. The passenger chooses a route by number or enters points A and B.

2. The system automatically searches for options for the appropriate route.

3. Check of free places in transport:

a. if there are more than or equal to 3 seats, then a message about the waiting time for the vehicle;

b. if there are less than 3 places, another route is laid and the set conditions are checked again;

c. we repeat cyclically until we find a suitable option.

4. After finding the desired route, the application informs in which part of the vehicle it is better to take a
place and the approximate time of arrival at the station.

Route selection

ot namiber Enter addresses A and

\/

Communication with
the server

Availabiliy
vacancy,
=3

Information about the
arrival of the vehicle
Estimated time of
arrival at the
destination

Selection of a similar
route or with transfers

Availabiliy
vacancy,
=3

Fig 3. The logic of the application to find the appropriate route
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Each bus carrying citizens of the city must have appropriate weight sensors that will record the number of
occupied seats. They are placed under the seat. The sensor has measuring limits from 20 kg to 200 kg. A strain
gauge is a device that translates mechanical effects into electrical signals and transmits them to a suitable connected
device. They come in different types. This work uses a cantilever strain gauge Keli SQB-A 260kg, which when
loaded creates resistance, gives the desired signal and fixes it on the screen. The information about the occupied
places will be transferred to the server, which is synchronized with the mobile application to provide up-to-date
information (Fig. 4).

The characteristics of such a load cell are as follows:

1. 10kg - 250kg.

2. Material: Stainless steel.

3. Protection class: IP68.

Ay

—___dispatch

disq:-atn:h,,_..---""""_

-D{E ----------------------- D 4

Fig 4. Synchronization with servers to update information

-

In addition to weight sensors, at the entrance to the car is a POS-terminal for payment by bank card (Fig.
4), as well as QR-codes for payment using Internet banking applications, including payment systems Apple Pay,
Google Pay, Pay Pass. Adding such payment methods increases the efficiency of drivers, because they are not
distracted by payment.

Bk

POS-Tepuinan

Fig 5. Location of the POS-terminal in the Volkswagen bus

Method is based on the detection of the maximum intensity of passenger traffic
This method of determination is performed by estimating the change in total intensity relative to the X and
Y axes and by recording their maxima. This method allowed to observe the trajectory of the object and to estimate
the duration of the object's entry into the vehicle [5]. The full projection on the X-axis only helps to find a person
relative to the X-axis. The full projection on the Y-axis changes when moving to / from the tire, so the continuity of
the Y-axis change is much more important than the continuity of the X-axis change. there are jumps of total
intensity (the reason - steel accessories of an entrance ladder, fig. 6).

200 R
/
|
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200 250 3
a) Ll
Fig 6. Graph of total intensity: a - graph of the sum of the intensity of the projection Y; b - defined trajectory of one person

Analysis of the trajectory showed that there was an improvement, although due to a number of
shortcomings still inaccuracy prevails. The linear moving average filter is represented by formula 1. As the results
of the experiment showed, it is rational to choose the filter parameter a to 1/4.

y(n) = ax(n) + ax(n- 1) + ax(n-2) + ax(n-3), (1)
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where a is the weighting factor,

n is the sum of the intensity of the line number of the projection of the Y axis.

This filter allowed to reduce the impact of background noise and correctly indicate the trajectory of
passengers (Fig. 7).
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Fig 7. Graph of the total intensity in the projection Y and the obtained trajectory: a - graph of the sum of the intensity of the projection
Y; b - defined trajectory of one person

An experiment using this method was conducted on the example of people entering and exiting the vehicle
one by one. Thus after qualitative estimation of a method in 70 such situations accuracy of 90% was revealed. The
disadvantage of this method is that it does not work for situations where more than one person enters / exits at the
same time.

Advantages and disadvantages of the presented methods

Consider the advantages and disadvantages of these methods.

The advantage of the method of electronic selection of the place is the presence of an electric board for
quick selection of the place, also thanks to the POS-terminal or the presence of the NFC-sensor it is possible to pay
the fare. Having an information screen for the number of free seats is also an advantage, because passengers can see
how many next citizens can enter the vehicle.

The biggest disadvantage of this method is that in the presence of a sufficiently large passenger flow, the
choice of free space yourself takes a lot of time, which affects the route schedule. Another disadvantage is the cost
of all strain gauges. The cost of 1 sensor is 350 UAH. A bus with 20 seats requires at least 12 of them, which
amounts to UAH 4,200 per 1 bus, not including two information boards, switches and routers to connect to the
server. The cost of installing all sensors for 1 car will be approximately UAH 15,000. If there are 7-10 cars on the
route, it will be a big expense for the carrier.

Infrared distribution technologies have the ability to distinguish the thermal radiation of objects in the
middle IR range. The recognition results are transmitted to a computer system, where the number of vacancies or
occupied is already recorded.

The disadvantage of this method is that there are no ready-made specialized cameras with infrared sensors,
they are only to order and are developed according to the scheme of the vehicle, because the routes are buses with
different passenger capacity (from 19 to 53). Another disadvantage of this method is the data delay, because the
system needs to compare the scheme of the car and the actual data from infrared sensors.

The method of allocating seats in transport using a mobile application, which paves the route and helps to
choose the right place to travel to the destination, has the following advantages:

1. Route selection system.

2. Information on available seats in the vehicle.

3. Ability to pay by card using POS-terminals placed in accordance with the number of passenger capacity
of the vehicle.

4. If there are no seats available in the bus, the system automatically searches for other similar routes.

The disadvantages of the system are - technical support of the application and updating the version
according to the needs and tasks of the system. The application does not work on older versions of Android and iOS.
There may be technical issues with the system that are related to the servers. The distribution method does not help
to ensure 100% accuracy, for any operating conditions.

Conclusions
In large cities, especially during a pandemic, the problem of allocating seats in transport and building the
most successful route is an urgent task. The study of four methods of distribution of seats in public transport. Their
advantages and disadvantages are investigated. According to the results of the research, it became clear that the
existing methods alone do not allow to effectively solve the problem of distribution of seats in transport, so it is
necessary to either improve existing methods or develop new methods. Improving existing methods is possible by
either combining several methods into one or adding certain elements that eliminate existing shortcomings or
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minimize their impact on the effectiveness of the method. According to the results of the research, the method of
electronic seat selection has been improved in terms of adding seat weight sensors, which makes it possible to
record the number of occupied seats and helps to provide information to passengers using a mobile application for
free seats. The method was also further developed with the help of a mobile application that allows you to pave a
route and helps you choose a convenient place to travel to your destination.

References
1. Demchuk 1., Ye. Fornalchyk, A. Bilous The Model of Correspondence of Passenger Transportation on the Basis of Fuzzy
Logic. Econtechmod : an international quarterly journal on economics in technology, new technologies and modelling processes. Lublin;
Rzeszow, 2015. - Volume 04, number 2. P. 59-64.

2. Erik Jenelius Personalized predictive public transport crowding information with automated data sources. Transportation
Research Part C: Emerging Technologies. Volume 117. 2020. ISSN 0968-090X. https://doi.org/10.1016/j.trc.2020.102647.1.

3. A. Kara Determination of passenger flows on urban routes using fuzzy logic and transactions of cellular subscribers. 2017.
pp-85-94.

4, Giffinger, R.; Christian, F.; Hans, K.; Kalasek, R.; Pichler-Milanovic', N.; Evert, M. Smart cities: ranking of medium-sized
cities in Europe. URL: https://ec.europa.eu/digital-agenda/en/smart-cities

5. Yap, M. D., O. Cats, N. Van Oort, and S. P. Hoogendoorn. Reliable transmission conclusion algorithm for public transport
trips during interruptions «Transport research procedure».2017. pp.1042—1049.

6. Xiaochen Liu, Lingshan Li, Xiaohua Liu, Tao Zhang. Analysis of passenger flow and its influences on HVAC systems: An

agent based simulation in a Chinese hub airport terminal, Building and Environment.Volume 154. 2019. Pages 55-67. ISSN 0360-1323.
https://doi.org/10.1016/j.buildenv.2019.03.011.

MDKHAPO/IHUIT HAYKOBUI JKYPHAJL . 117
«KOMIT’IOTEPHI CUCTEMHU TA IHOOPMANIUHI TEXHOJIOI'TI», 2022, Ne 2


https://doi.org/10.1016/j.trc.2020.102647.І

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766

«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Full requirements for the design of the manuscript
IToBHI BUMOTH /10 OQPOPMJIICHHS PYKOIHCY
http://esitjournal. khmnu.edu.ua/

No editorial responsibility is required for the content of messages sub.
3a 3MicT MOBIIOMIICHB PEaKIlis BIAIOBIIaIHHOCTI HE Hece

To print 30.06.2022. Mind. Printing. Arch. 9,43. Obl.-vid. Arch. 9,04
Format 30x42 / 4, offset paper. Another risography.
Overlay 100, deputy. Ne

[Mian. mo apyky 30.06.2022. Ym. apyk. apk. 9,43. O6.-Buz. apk. 9.04
®dopmart 30x42/4, mamip odcernuit. JIpyk pizorpadieto.
Haxman 100, 3am. No

Replication is made from the original layout, made edited
by the magazine "Computer Systems and Information Technology"

TupaxxyBaHHs 3/1iHCHEHO 3 OPUTiHAJI-MAKETy, BUTOTOBIICHOTO
penakuiero xxypHary “Komn’torepHi cucremu Ta iHopMariiiHi TexHoaorii”

Editorial and publishing center of khmelnytsky national university
29016, Khmelnytskyi, street Institutska, 7/1, tel. (0382) 72-83-63

PenaxiiitHo-BuIaBHHY U LeHTP XMEIbHHIILKOTO HAI[IOHAIEHOTO YHIBEPCHTETY
29016, m. XMenpHUIIbKUH, ByJ. [HCTHTYTCBKA, 7/1, Ten. (0382) 72-83-63

118

MDKHAPOJIHUII HAVKOBUI KYPHAJI .
«KOMITI'IOTEPHI CUCTEMMU TA IHOOPMAIINHI TEXHOJIOTI'TI», 2022, Ne 2


http://journal.kh/

